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#### Abstract

The main goal of this work is to get rid of the commutativity hypothesis in the study of an equivariant projective completion of a connected algebraic group initiated by J.-P. Serre in [29] and continued by other autors, such as J. Knop and H. Lange (see [14]) and G. Wüstholz (see [37]). In the first chapter, we start by describing Chevalley's Theorem on the structure of an algebraic group $G$ as a principal fibre bundle over an abelian variety $A$. This is the starting point of our work. Successively, we show how Serre's equivariant completion (which consists in completing the fibres of $G$ over $A$ ) can be extended to the noncommutative groups. In chapter 2 , we show how to construct a very ample invertible sheaf on the completion $\bar{G}$, and so that $\bar{G}$ is in fact a projective variety. In the third chapter, we finally do some computations: in particular we show that, once the results of the first two chapters are at place, many properties which were up to now proved for the commutative groups hold also in the general case. The most important for us are a Vanishing Theorem and a Riemann-Roch Theorem for the cohomology of invertible sheaves (for the commutative version, see [37]). Both this results are seen to follow from the corresponding properties of abelian varieties, and the rest of the third chapter is based upon them. In the last chapter, we switch to a purely affine setting, and we show how the results on linear algebraic groups contained in V.L. Popov's work [24] mirror some of the results in the third chapter of this work.


## Riassunto

L'obiettivo principale di questo lavoro è di sbarazzarsi dell'ipotesi della commutatività nello studio di un completamento equivariante e proiettivo di un gruppo algebrico connesso, studio iniziato da J.-P. Serre in [29] e proseguito da altri autori, quali ad esempio J. Knop e H. Lange (si veda [14]) e G. Wüstholz (si veda [37]). Nel primo capitolo iniziamo con la presentazione del Teorema di Chevalley sulla struttura di un gruppo algebrico $G$ come fibrazione principale su di una varietà abeliana $A$. Questo Teorema è il punto di partenza del nostro lavoro. Successivamente, dimostriamo come il completamento equivariante di Serre (che consiste nel completare le fibre di $G$ sopra $A$ ) può essere esteso ai gruppi non commutativi. Nel secondo capitolo mostriamo come costruire un fascio invertibile molto ampio sul completamento $\bar{G}$, che risulta quindi essere una varietà proiettiva. Nel terzo capitolo, eseguiamo finalmente qualche calcolo. In particolare dimostriamo che, non appena i risultati dei primi due capitoli sono disponibili, molte proprietà che fino ad ora erano state dimostrate solo nel caso commutativo possono essere estese al caso generale: le più importanti per noi sono un teorema di annullamento e un teorema di Riemann-Roch per la coomologia dei fasci (per il caso commutativo, si veda [37]). Tali risultati seguono entrambi dalle proprietà corrispondenti delle varietà abeliane, ed il resto del terzo capitolo è basato su di essi. Nell'ultimo capitolo passiamo a uno scenario puramente affine, e mostriamo come i risultati sui gruppi algebrici lineari contenuti nel lavoro [24] di V.L. Popov rispecchiano alcuni dei risultati contenuti nel terzo capitolo di questo lavoro.
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## Introduction

In 1950, in a talk at the C.N.R.S. Colloque d’ Algèbre et Théorie des Nombres (see [34]), André Weil made an interesting remark on the algebraic groups which are obtained by extending an abelian variety with a product of additive and multiplicative groups, i.e., on those groups $G$ which appear in a short exact sequence

$$
0 \longrightarrow \mathbb{G}_{a}^{\ell_{a}} \times \mathbb{G}_{m}^{\ell_{m}} \longrightarrow G \longrightarrow A \longrightarrow 0
$$

where $\ell_{a}$ resp. $\ell_{m}$ are positive constants and $A$ is an abelian variety. He noticed that, since $G$ is a fibering over the complete variety $A$, one can get a completion $\bar{G}$ of $G$ by embedding the fibre $\mathbb{G}_{a}^{\ell_{a}} \times \mathbb{G}_{m}^{\ell_{m}}$ in a product $\left(\mathbb{P}^{1}\right)^{\ell_{a}+\ell_{m}}$ of projective spaces and glueing the completed fibers again over $A$. As we shall see in the following, the groups $\mathbb{G}_{a}$ and $\mathbb{G}_{m}$ act on $\mathbb{P}^{1}$, and this induces an action of $G$ on $\bar{G}$, so that in fact one obtains an equivariant completion of $G$.
The idea of considering the algebraic groups as fibre bundles was already present in F. Severi's book [30], from which Weil took inspiration.
In the course of the same talk, Weil conjectured that an exact sequence as above exists for any commutative algebraic group, and so that one can complete any commutative algebraic group this way. Shortly after, this conjecture was proved to be right: first, by C. Chevalley, who proved it for commutative algebraic groups and then by M. Rosenlicht and I. Barsotti, who independently proved that for any connected algebraic group there exist an abelian variety $A$ and a short exact sequence

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

where $L$ is the largest connected linear algebraic subgroup of $G$. This fact has the consequence that Weil's recipe for the construction of a completion $\bar{G}$ of an algebraic group $G$ is valid for any connected group, as we shall see later.

But let us step back to the commutative groups. These objects have become a central tool in modern transcendental number theory, in particular due to the behaviour of their exponential functions. In transcendence proofs involving algebraic groups, one usually needs some data on the geometry, such as the dimension of a projective embedding or the degree of the translation operators, and it was probably J.-P. Serre who remarked how well-suited Weil's idea is in
this context: it is not by chance that Quelques proprietés des groupes algébriques commutatifs ([29]) was published as an appendix in a book on transcendental number theory. In this note, Serre showed that $\bar{G}$ admits a very ample divisor, and so that is in fact an equivariant projective completion (or equivariant compactification) of $G$, i.e., a projective variety with an action of $G$ which extends the translation on the group. Furthermore he showed that the expliciteness of the construction makes it possible to collect concrete data on the group.

After Serre, many other authors followed this idea for the completion of a group: in particular it played an important role in the multiplicity estimates of G. Wüstholz (see [35]), and successively in the proof of his Analytic Subgroup Theorem (see [36]), a very deep result on the exponential function of the commutative algebraic groups which has many applications in transcendental number theory.

Another important contribution in this context was given by G. Faltings and G. Wüstholz in [5], where the language of sheaves replaced Serre's use of the divisors. Their idea for the construction of a very ample invertible sheaf on the completion will be of great interest to us, since it admits an immediate application also in our setting. We shall also be inspired by F. Knop and H. Lange's paper [14], where the sheaves on the completion are constructed as quotients of geometric vector bundles.
In [37], among other things, Wüstholz computed the cohomology and the Euler characteristic of a very ample line bundle on $\bar{G}$. This made it possible to give explicit bounds for the projective embedding. Another work to which we shall refer is Lange's [17], where it is shown that translation on the completion $\bar{G}$ can be defined locally by quadratic forms.

The goal of this work will be to get rid of the commutativity hypothesis in the aforementioned completion (which we shall call "Serre's completion" from now on, although it has many fathers), in order to extend some of its applications to the noncommutative case. Let us briefly outline how we shall proceed.

In the first chapter, we see how Serre's equivariant completion can be extended to the general case of a connected algebraic group. We begin by introducing the theorem on the fibre bundle structure of a group (which is known today as Chevalley's Theorem, although Chevalley did not publish his proof). This result is so important for us that it seemed appropriate to devote a whole section to it. In the second section, after an excursus on quotients, we study the fibre bundle structure of an algebraic group from a local point of view. An algebraic group $G$ is always a principal fibre bundle over a quotient $G / H$ by an algebraic subgroup and so, as shown by Chevalley's Theorem, over an abelian variety $A$. But, unlike the commutative groups, the noncommutative algebraic groups cannot be assumed to be locally trivial over A. Luckily, they still possess some local structure of this kind. Indeed we shall see, following [27], that they satisfy local isotriviality, a weakening of local triviality which will be sufficient for our purposes. An immediate application of this fact will be a proof of the quasiprojectivity of the algebraic
groups.
Finally, in the last section of the first chapter, we construct the equivariant completion of a connected algebraic group $G$. That is, we show how to embed $G$ in a complete $G$-variety $\bar{G}$ in a way which is compatible with the left translation of $G$ on itself. This is obtained by means of an associated bundle. Hence, we spend some words on associated bundles, in a slightly more general fashion than what we shall need. Namely, we show how to construct a $G$-variety $G_{H}(X)$ over $G / H$ with fibre $X$ out of a variety $X$ which admits an action of an algebraic subgroup $H$ of $G$. If $X$ is an equivariant completion $\bar{L}$ of the "linear part" $L$ in Chevalley's fibering, its associated bundle $\bar{G}=G_{L}(\bar{L})$ will be an equivariant completion of $G$.
Since in our main existence proof we make use of Galois coverings, we include also some results on the action of a finite group on a variety. In particular we shall see how such an action can be characterized by means of Galois cohomology.

The aim of the second chapter is to prove the projectivity of the completion constructed in Chapter 1 (and, more in general, of a variety $G_{L}(X)$ constructed out of a projective $L$-variety $X$, where $L$ is as above). For this purpose, in Section 2 we show how to construct a sheaf $G_{L}(\mathcal{F})$ on $G_{L}(X)$ out of an $L$-linearized sheaf $\mathcal{F}$ on $X$ (and, as a special case, how a linear representation of $L$ gives rise to a vector bundle on the abelian variety $A$ ). This construction, which generalizes both the taking of a quotient of a geometric vector bundle in [14] and the glueing procedure for sheaves adopted in [5], can be formalized in an elegant way by means of descent theory. The first section of this chapter is therefore devoted to a brief summary on the theory of faithfully flat descent of coherent modules. In particular, we shall see how a linearization of a sheaf on a principal fibre bundle gives rise to a descent datum (and vice versa).
In the third and final section of Chapter 2 we show how to obtain ample and very ample invertible sheaves on $G_{L}(X)$. As we prove at the beginning of the section, this leads to consider sheaves of the form $G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}$, where $\mathscr{L}$ is an $L$-linearized sheaf on the $L$-variety $X, p$ is the projection $G_{L}(X) \rightarrow A$ and $\mathscr{L}_{0}$ is a (very) ample invertible sheaf on $A$. It is quite easy to prove the existence of an ample line bundle of this kind on $G_{L}(X)$, but in order to be able to control the dimension of the projective embedding some new ideas are needed. These are provided by G. Faltings and G. Wüstholz in [5], where they show that $G_{L}(X)$ can be embedded in the projective space bundle $\mathbb{P}\left(p_{*} G_{L}(\mathcal{L})\right)$, which they show to be a projective variety. The latter result is obtained by means of a filtration of the vector bundle $p_{*} G_{L}(\mathcal{L})$ on the abelian variety $A$. In [5], the filtration is constructed explicitely. But, as remarked by Knop and Lange in [14], this is not necessary: from a result of S. Mukai (see [20]) follows that a homogeneous vector bundle on an abelian variety always admits such a filtration. Hence, the proof of the projectivity of $G_{L}(X)$ can be reduced to the verification that $p_{*} G_{L}(\mathcal{L})$ is homogeneous. We shall adopt this approach, since it also works if $G$ is not commutative.

In the third chapter, we obtain some more results on the structure of the variety $G_{L}(X)$ constructed in Chapter 2 out of a (projective) $L$-variety $X$, and so in particular on the equivariant projective completion $\bar{G}=G_{L}(\bar{L})$. We start, in Section 1, by computing the cohomology of
a line bundle of the type $G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}$ (see above). The main result here is a vanishing theorem for the cohomology of such a sheaf, which extends Wüstholz's result from [37] to the noncommutative case. In its proof, we shall project the sheaf on the abelian variety $A=G / L$, and successively apply the corresponding result for abelian varieties (which can be found in [21]). Here, an important role is again played by the filtration of $p_{*} G_{L}(\mathcal{L})$ from Chapter 2. An analoguous method will allow us to compute the Euler characteristic of $G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}$, and so to give bounds for the dimension of a projective embedding of $G_{L}(X)$.
In Section 2, we illustrate two more applications of the vanishing theorem: combining it with some ideas of Mumford (see [22]), we find conditions under which a line bundle $G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}$ defines a projectively normal embedding of the variety $G_{L}(X)$, resp. a projective embedding where the homogeneous ideal of $G_{L}(X)$ is generated by polynomials of degree 2 (in this case, one says that $G_{L}(X)$ is cut out by quadrics).
In Section 3, we repeat some work of Lange, slightly adapted to our noncommutative setting, in order to show that on a connected algebraic group translation can be defined locally by quadratic forms. Also in this case, the proof makes use of the corresponding result on an abelian variety (taken from Lange and Ruppert's [18]).
Finally, in the last section, we resume some of the results obtained up to this point, and we relate them to some explicit compactifications of the linear part $L$ of $G$.

The fourth chapter of this work is based on [24], a recent work by V.L. Popov (still a work in progress, according to the Author, who plans to extend his results to the groups which are defined over a field of positive characteristic). It can be read independently of the other three, since the methods here are completely different.
In [24], a conjecture of D. E. Flath and J. Towber (see [6]) on the structure of the affine coordinate ring of a reductive algebraic group is proved for the semisimple groups. As a consequence, Popov is able to give an explicit way for constructing a presentation of the affine coordinate ring of a semisimple algebraic group by generators and relations out of the monoid of its dominant weights, and so a new affine embedding of the group. The interesting fact for us is that the ideal corresponding to the group in this embedding is generated by (inhomogeneous) polynomials of degree 2, and so Popov's result mirrors what we showed for a projective embedding of a (completed) algebraic group in Chapter 3, Section 2. Hence, the material collected here provides an affine counterpart to the first three chapters of this work.
We begin, in Section 1, by giving a summary of Popov's results. The methods here come from the theory of the linear algebraic groups. In Section 2, we show by means of an example how Popov's methods can be put to use: by applying them to the special linear group $\mathrm{SL}_{n}$, we recover the presentation given in [33].
Of particular interest will be the third section, where we show how Popov's results imply the existence of upper bounds for the affine embedding of simple groups which depend only on the type of the group, where the group is cut out by quadrics in the affine space.

## Chapter 1

## The equivariant completion

In the first chapter, we show how to construct an equivariant completion of a connected algebraic group. The starting point is Chevalley's Theorem, which describes an algebraic group as a fibering over an abelian variety. The completion is then constructed as an associated bundle out of this fibering.
Most of the results of this chapter are taken from [26] and [27].

### 1.1 The Theorem of Chevalley

Our main object of study in this Thesis are the algebraic groups (short for algebraic group varieties). These are the "group objects" in the category of algebraic varieties, i.e. algebraic varieties endowed with a group structure such that the product and inverse morphisms are defined in the category of varieties.
Let us briefly recall what an abstract algebraic variety is: a prevariety is a reduced scheme of finite type over an algebraically closed field $k$ (or, in an equivalent way, a finite union of affine varieties), and a variety is a separated prevariety ${ }^{1}$. In particular, an abstract variety is not supposed a priori to be quasiprojective. In the course of this work we shall always assume that the algebraically closed field over which our objects are defined has characteristic zero.
In this short introductive section we describe an important result on the structure of a connected algebraic group (an algebraic group is said to be connected if it is irreducible as an algebraic variety; one avoids the word "irreducible" here since it has already a meaning in the context of group representations).

[^0]Two kinds of algebraic groups arise naturally as the most remarkable: those which are "purely" affine and the projective ones.

Example 1.1.1. A closed subgroup of the general linear group $\mathrm{GL}_{n}(k)$ is called a linear algebraic group. It is affine, since $\mathrm{GL}_{n}(k)$ itself can be embedded as an open subvariety of $\mathbb{A}^{n^{2}}(k)$. On the other side, one can show that to an affine algebraic group always belongs a faithful algebraic representation, and so that it is isomorphic to a subgroup of $\mathrm{GL}_{n}(k)$ (see for instance [13], pg. 63). Hence, the linear algebraic groups are exactly the affine ones. Good references for the theory of linear algebraic groups are for example the books of A. Borel ([2]) and J. E. Humphreys ([13]).

Example 1.1.2. A complete algebraic group (i.e. one that is proper over the ground field $k$ ) is automatically commutative (see [21], Cor. 1, pg. 44). Therefore, it is called an abelian variety. Such an algebraic group is always a projective variety (see [21], pg. 163). The theory of abelian varieties is rich and interesting; the standard reference is D. Mumford's book [21].

Abelian varieties and subgroups of $\mathrm{GL}_{n}$ are not the only examples of algebraic groups, but in a certain sense the whole theory is built upon them. A connected algebraic group can always be realised as the extension of an abelian variety by a linear algebraic group:

Theorem 1.1.1 (Chevalley, Rosenlicht, Barsotti). Let $G$ be a connected algebraic group. Then, there exists a linear and connected normal algebraic subgroup $L$ of $G$ such that the quotient $G / L$ is an abelian variety. $L$ is unique and contains all other linear and connected algebraic subgroups of $G$.

Proof: See [26], Thm. 16, pg. 439 or [1], Thm. 6.4, pg. 116.
By this theorem, one gets an exact sequence

$$
\begin{equation*}
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0 \tag{1.1}
\end{equation*}
$$

where $A=G / L: G$ is an extension of $A$ by $L$. The fact that $A$ is complete has an interesting consequence, namely that $G$ is commutative if and only if $L$ is (one implication is trivial, the other one follows from [26], Cor. 2, pg. 433). This means that in order to extend the existing results to noncommutative groups one has to take into account noncommutative $L$ 's.

### 1.2 Quotients and principal fibre bundles

A convenient structure which one can introduce in order to study the fibration of an algebraic group by an algebraic subgroup is the structure of a principal bundle. This is a fibering over a variety whose fibres are homeomorphic to some fixed algebraic group. In order to be able to work with such an object, one needs some further conditions on the local structure of the
bundle. An assumption which appears to be quite natural, and which is actually sufficient in the analytic context, is the so-called local triviality. This amounts to the fact that the bundle looks like a direct product over some open cover. But this turns out to be too restrictive for us: a homogeneous space $G / H$, the quotient of an algebraic group by an algebraic subgroup, is not locally trivial in general, even if $H$ is normal in $G$. Therefore, one needs to find some condition which is less restrictive. In [27], Serre introduces the notion of local isotriviality, a weakening of local triviality that is satisfied by algebraic homogeneous spaces (this amounts to the local triviality with respect to a different topology, the étale topology).
The aim of this section is the description of some of Serre's results, which will be useful in the following.

Since a principal bundle is obtained by taking the quotient of an algebraic variety by the action of an algebraic group, we include here a brief excurs on the theory of quotients. The material collected here will be again useful in the next section.

We begin with a very general notion of quotient: let $\mathfrak{C}$ be a category, and $G$ a group which acts on an object $X$ of $\mathfrak{C}$. A pair $(Y, \pi)$, where $Y$ is an object in $\mathfrak{C}$ and $\pi: X \rightarrow Y$ is a morphism in $\mathfrak{C}$ is said to be a categorical quotient for the action of $G$ on $X$ in the category $\mathfrak{C}$ if the following universal property holds: for any $G$-invariant morphism $\alpha: X \rightarrow Z$ in $\mathfrak{C}$ there exists a unique morphism $\alpha^{\prime}: Y \rightarrow Z$ in $\mathfrak{C}$ such that $\alpha=\alpha^{\prime} \circ \pi$ :


Because if its universal nature, this property characterizes $Y$ up to isomorphism.
We now restrict ourselves to the category of ringed spaces: its objects are pairs ( $X, \mathcal{O}_{X}$ ) where $X$ is a topological space and $\mathcal{O}_{X}$ is a sheaf of rings on $X$, and a morphism between two objects $\left(X, \mathcal{O}_{X}\right)$ and $\left(X^{\prime}, \mathcal{O}_{X^{\prime}}\right)$ is a pair $\left(f, f^{\sharp}\right)$ where $f: X \rightarrow X^{\prime}$ is a continuous map and $f^{\sharp}$ : $\mathcal{O}_{X^{\prime}} \rightarrow f_{*} \mathcal{O}_{X}$ is a morphism of sheaves of rings (see [12], pg. 72). An action of a group $G$ on a ringed space $\left(X, \mathcal{O}_{X}\right)$ is given by an automorphism $\left(\tau_{g}, \tau_{g}^{\sharp}\right)$ of ringed spaces for each $g \in G$ satisfying the axioms

$$
\left(\tau_{1}, \tau_{1}^{\sharp}\right)=\left(\operatorname{Id}_{X}, \operatorname{Id}_{\mathcal{O}_{X}}\right)
$$

where $1 \in G$ denotes the neutral element, and

$$
\left(\tau_{g h}, \tau_{g h}^{\sharp}\right)=\left(\tau_{g} \circ \tau_{h}, \tau_{g_{*}} \tau_{h}^{\sharp} \circ \tau_{g}^{\sharp}\right)
$$

for all $g, h \in G$. If such an action is given, we define a new ringed space $\left(X / G, \mathcal{O}_{X / G}\right)$, and a map $\left(\pi, \pi^{\sharp}\right):\left(X, \mathcal{O}_{X}\right) \rightarrow\left(X / G, \mathcal{O}_{X / G}\right)$ as follows: $X / G$ is the set of the $G$-orbits, together with the natural projection $\pi: X \rightarrow X / G$ and the quotient topology (i.e. the weakest topology for which $\pi$ is continuous), and we let $\mathcal{O}_{X / G}:=\pi_{*} \mathcal{O}_{X}^{G}$, the direct image of the
sheaf of invariant sections on $X$. On an open set $V \subseteq X / G$ it is explicitely given by the rule $\mathcal{O}_{X / G}(V)=\mathcal{O}_{X}\left(\pi^{-1}(V)\right)^{G}$, the ring of $G$-invariant sections on the counterimage of $V$ (which is an open, $G$-invariant subset of $X$ ). It follows that the map $\pi^{\sharp}: \mathcal{O}_{X / G}=\pi_{*} \mathcal{O}_{X}^{G} \rightarrow \pi_{*} \mathcal{O}_{X}$ is the map defined by the natural inclusion $\mathcal{O}_{X}^{G}\left(\pi^{-1}(V)\right) \rightarrow \mathcal{O}_{X}\left(\pi^{-1}(V)\right)$ for each open subset $V$ of $X / G$.

Lemma 1.2.1. The pair $\left(\left(X / G, \mathcal{O}_{X / G}\right),\left(\pi, \pi^{\sharp}\right)\right)$ is a categorical quotient for the action of $G$ on $X$ in the category of ringed spaces.

Proof: $\left(X / G, \mathcal{O}_{X / G}\right)$ is a ringed space. This follows from the preceding discussion. Let $\left(f, f^{\sharp}\right):\left(X, \mathcal{O}_{X}\right) \rightarrow\left(Y, \mathcal{O}_{Y}\right)$ be a $G$-invariant morphism of ringed spaces. This means that

$$
f \circ \tau_{g}=f: X \longrightarrow Y
$$

and

$$
\left(f \circ \tau_{g}\right)^{\sharp}=f_{*} \tau_{g}^{\sharp} \circ f^{\sharp}=f^{\sharp}: \mathcal{O}_{Y} \longrightarrow f_{*} \mathcal{O}_{X}
$$

for all $g \in G$. We want to construct the map

$$
\left(\bar{f}, \bar{f}^{\sharp}\right):\left(X / G, \mathcal{O}_{X / G}\right) \longrightarrow\left(Y, \mathcal{O}_{Y}\right)
$$

satisfying the universal property. It is immediately clear that $f: X \rightarrow Y$ defines a unique map $\bar{f}: X / G \rightarrow Y$ such that $\bar{f} \circ \pi=f$. This map is continuous, since the counterimage $(\bar{f})^{-1}(V)$ of an open set $V \subseteq Y$ is equal to $\pi\left(f^{-1}(V)\right)$, which is open in the quotient topology.
In order to construct the map $\bar{f}^{\sharp}$ consider, for an open subset $V \subseteq Y$, the ring homomorphism

$$
f^{\sharp}(V): \mathcal{O}_{Y}(V) \longrightarrow f_{*} \mathcal{O}_{X}(V)=\mathcal{O}_{X}\left(f^{-1}(V)\right)
$$

Since $f^{\sharp}$ is $G$-invariant by hypothesis it follows that, for a section $s \in \mathcal{O}_{Y}(V)$,

$$
\left(\tau_{g}^{\sharp}\left(f^{-1}(V)\right) \circ f^{\sharp}(V)\right)(s)=\tau_{g}^{\sharp}\left(f^{-1}(V)\right)\left(f^{\sharp}(V)(s)\right)=f^{\sharp}(V)(s)
$$

for all $g \in G$. This means that

$$
\operatorname{Im}\left(f^{\sharp}(V)\right) \subseteq \mathcal{O}_{X}\left(f^{-1}(V)\right)^{G}
$$

Now, since $f=\bar{f} \circ \pi$,

$$
\mathcal{O}_{X}\left(f^{-1}(V)\right)^{G}=\mathcal{O}_{X}\left(\pi^{-1}\left((\bar{f})^{-1}(V)\right)\right)^{G}=\mathcal{O}_{X / G}\left((\bar{f})^{-1}(V)\right)
$$

and since this is equal to $\bar{f}_{*} \mathcal{O}_{X / G}(V)$, it follows that $f^{\sharp}$ induces a well-defined morphism

$$
\bar{f}^{\sharp}: \mathcal{O}_{Y} \longrightarrow \bar{f}_{*} \mathcal{O}_{X / G}
$$

of sheaves on $X / G$.
Let us now turn our attention to the category of algebraic varieties. This category can be considered in a natural way as a subcategory of the category of ringed spaces: a variety $X$ possesses a topology, the Zariski topology, and a sheaf of rings, the structure sheaf $\mathcal{O}_{X}$.
A left morphical action (or, if there's no danger of confusion, just a left action) of an algebraic group $G$ on a variety $X$ is given by a morphism

$$
\begin{aligned}
\tau: G \times X & \longrightarrow X \\
(g, x) & \longmapsto \tau(g, x)=: g x
\end{aligned}
$$

of varieties satisfying the usual axioms for a group action.
Remark 1.2.1. If we consider the restriction $\tau_{g}:=\left.\tau\right|_{\{g\} \times X}$ of $\tau$ to $\{g\} \times X$, and we identify canonically $\{g\} \times X$ with $X$, and furthermore we notice that here $\tau_{g}^{\sharp}: \mathcal{O}_{X} \rightarrow \tau_{g_{*}} \mathcal{O}_{X}$ is given by the rule

$$
\left(\tau_{g}^{\sharp}(U)(s)\right)(x)=s\left(\tau_{g} x\right)
$$

for $U \subseteq X$ open, $s \in \mathcal{O}_{X}(U)$ and $x \in U$, we get for each $g \in G$ a morphism ( $\tau_{g}, \tau_{g}^{\sharp}$ ) of ringed spaces as above. This shows that a morphical action of an algebraic group is a special case for an action of a group on a ringed space.
In an analoguous way, one defines right morphical actions of an algebraic group on a variety. We shall denote by action both left and right actions.

For an action of an algebraic group $G$ on a variety $X$, we define a new kind of quotient, the geometric quotient: it is a pair $(Y, \pi)$ consisting of a variety $Y$ and a morphism $\pi: X \rightarrow Y$ of varieties satisfying:
(GQ1) $\pi$ is surjective.
(GQ2) $\pi$ is open.
(GQ3) The fibres of $\pi$ are exactly the orbits of $G$.
(GQ4) For every open subset $U \subseteq Y$, the ring homomorphism

$$
\begin{aligned}
\mathcal{O}_{Y}(U) & \longrightarrow \mathcal{O}_{X}\left(\pi^{-1}(U)\right)^{G} \\
\varphi & \longmapsto \varphi \circ \pi
\end{aligned}
$$

is an isomorphism.
The conditions (GQ2) and (GQ4) are often the most difficult to verify. Fortunately, in a lot of cases it is not necessary to do it, as shown by the next theorem. We recall that a variety $X$ is said to be normal if all its local rings are integrally closed: an important class of normal varieties is given by the nonsingular ones, since a regular local ring is always integrally closed.

Theorem 1.2.2. Let $X$ be an irreducible variety with an action of an algebraic group $G$ and let $Y$ be a normal variety. Then, if $\pi: X \rightarrow Y$ is a morphism which satisfies (GQ1) and (GQ3), the pair $(Y, \pi)$ is a geometric quotient for the action of $G$ on $X$.

Proof: See [25], Thm. 4.2, pg. 187.
Consider an action of a finite group $\Gamma$ on an affine variety $X=\operatorname{Spec} R$; the affine variety $X / \Gamma:=\operatorname{Spec} R^{\Gamma}$, where $R^{\Gamma}$ denotes the $k$-subalgebra of the $\Gamma$-invariants, together with the morphism $\pi: X \rightarrow X / \Gamma$ induced by the natural injection $R^{\Gamma} \hookrightarrow R$, is a geometric quotient of $X$ by $\Gamma$. The following result relies on the fact that, under some mild hypotheses, this procedure can be applied locally on a variety:

Proposition 1.2.3. The quotient of an algebraic variety with respect to the action of a finite group $\Gamma$ is a geometric quotient if and only if any orbit of $\Gamma$ is contained in an affine open subset, and in this case the quotient morphism is finite.

Proof: See for instance [25], Thm. 4.4, pg. 191.
If the action of $\Gamma$ on $X$ is free, then $X$ is said to be a Galois covering of $Y=X / \Gamma . \Gamma$ is the Galois group of the covering, denoted $\operatorname{Gal}(X / Y)$.

We conclude this excursus with a proposition which relates the two notions of quotient which have been introduced so far:

Proposition 1.2.4. Let $X$ be a variety with an action of an algebraic group $G$, and suppose that $(Y, \pi)$ is a geometric quotient of $X$ by $G$. Then, $(Y, \pi)$ is a categorical quotient of $X$ by $G$ in the category of algebraic varieties.

Proof: See [23], Prop. 0.1, pg. 4.
Proposition 1.2.4 shows, in particular, that the axioms (GQ1)-(GQ4) characterize a geometric quotient up to isomorphism, and so that there is no danger of confusion by denoting a geometric quotient as above by $X / G$.
Remark 1.2.2. By definition, a variety is a ringed space. As such we can construct, for an action of an algebraic group $G$, a quotient $X / G$ in the category of ringed spaces. If $X / G$ together with the sheaf $\mathcal{O}_{X / G}$ is an algebraic variety, then (GQ1)-(GQ4) hold automatically; thus $X / G$ is a geometric quotient so that that by Prop. 1.2.4 it is a categorical quotient in the category of algebraic varieties.
We proceed now to the theory of the principal bundles.
Let $\pi: Y \rightarrow X$ be a morphism of varieties. $\pi$ is said to be an étale covering if it is finite and étale. We recall that "étale" means smooth of relative dimension zero (see [12], ex. 10.3, pg. 275).

Remark 1.2.3. This definition of étale covering corresponds to what J.-P. Serre calls, in [27], a revêtement non ramifié. Indeed, a revêtement ([27], Def. (E), pg. 1-02) is a finite morphism (see [12], pg. 84) and furthermore Serre's definition of non ramifié, namely the fact that for all $x \in X$ the morphism

$$
\hat{\boldsymbol{\pi}}: \hat{\mathcal{O}}_{\pi(x)} \longrightarrow \hat{\mathcal{O}}_{x}
$$

induced on the completions of the local rings is an isomorphism is equivalent to the fact that $\pi$ is étale if one works, as in our case, with nonsingular varieties over an algebraically closed field $k$ (see [12], Ex. 10.4, pg. 275).
Étale and Galois coverings are closely related, as shown by the

## Proposition 1.2.5.

1. A Galois covering of algebraic varieties is étale.
2. Let $X$ be an irreducible variety, and $\pi: Y \rightarrow X$ an étale covering. Then, there exists a Galois covering $\pi^{\prime}: Z \rightarrow Y$ such that the composition $\pi \circ \pi^{\prime}: Z \rightarrow X$ is a Galois covering.

## Proof:

1. See [27], pp. 1-05 and ff.
2. See [27], pg. 1-07.

A $G$-bundle ( $G, P, X$ ) with base space $X$ is given by an algebraic group $G$ acting on a variety $P$ and a geometric quotient $X$ for this action. This implies that there exists a surjective morphism $\pi: P \rightarrow X$ of varieties compatible with the action, i.e. such that $\pi(p g)=\pi(p)$ for all $g \in G$ and all $p \in P . G$ is the structure group of the bundle. $G$-bundles with fixed base space are objects in a category whose morphisms are the $G$-equivariant morphisms $P^{\prime} \rightarrow P$ over $X$, that is morphisms which commute with the group action. By varying the base $X$, we obtain a fibered category, with a well-defined notion of inverse image $\phi^{*} P$ with respect to a morphism $\phi: X^{\prime} \rightarrow X$ (a base change). A $G$-bundle $(G, P, X)$ is said to be trivial, if it is isomorphic to $(G, X \times G, X)$ with the action $\left(x, g^{\prime}\right) g=\left(x, g^{\prime} g\right)$ and the projection morphism $\pi=\mathrm{pr}_{1}: X \times G \rightarrow X$, and isotrivial, if it becomes trivial over a finite and étale base change, i.e. if there is an étale covering $\phi: X^{\prime} \rightarrow X$ such that $\left(G, \phi^{*} P, X^{\prime}\right)$ is isomorphic to $\left(G, X^{\prime} \times G, X^{\prime}\right)$.

In the following, we shall need local versions of the definitions above: consider, for a cover $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in I}$ of $X$ by Zariski-open sets, the restricted bundles $\left(G, \pi^{-1}\left(U_{\alpha}\right), U_{\alpha}\right)$ for $\alpha \in I$. ( $G, P, X$ ) is said to be locally isotrivial (resp. locally trivial), if the cover can be chosen in such
a way that all restricted bundles are isotrivial (resp. trivial): for each $\alpha \in I$, there is an étale covering $\phi_{\alpha}: U_{\alpha}^{\prime} \rightarrow U_{\alpha}$ and a cartesian diagram

(resp. $\phi_{\alpha}=\operatorname{Id}_{U_{\alpha}}$ and $\pi^{-1}\left(U_{\alpha}\right) \cong U_{\alpha} \times G$, in the locally trivial case). In particular, such a bundle is locally trivial in the étale topology. We shall stick to the older terminology of "locally isotrivial" in order to avoid confusion, since we work exclusively with the Zariski topology.

A bundle $(G, P, X)$ as above is called a (right) principal fibre bundle (or just a principal bundle), if the following conditions are satisfied:
(PB1) The map

$$
\begin{aligned}
\Psi: P \times G & \longrightarrow P \times_{X} P \\
(p, g) & \longmapsto(p, p g)
\end{aligned}
$$

is an isomorphism between the direct product $P \times G$ and the diagonal $P \times_{X} P$ of $P \times P$.
(PB2) $\pi: P \rightarrow X$ is a flat morphism.
Here, we consider a right action of $G$; if $G$ acts on the left, the definition is analoguous.
Remark 1.2.4. A scheme $S$ over a fixed scheme $T$ (and so in particular a variety, which is a scheme over $T=\operatorname{Spec}(k))$ can be regarded as a contravariant functor $X \mapsto S(X)$ from the category of schemes over $T$ to the category of sets: $S(\cdot)$ associates with a scheme $X$ over $T$ the set $S(X)$ of all morphisms $X \rightarrow S$ over $T$, the $X$-valued points of $S$ (see [9], Vol. I, pg. 242). Under this functorial interpretation, the morphism $\Psi$ defined just above has to be regarded as a natural transformation, and it induces a bijection

$$
\begin{aligned}
\Psi(X):\left(P \times_{\operatorname{Spec}(k)} G\right)(X)=P(X) \times G(X) & \longrightarrow\left(P \times_{X} P\right)(X) \\
(p, g) & \longmapsto(p, p g)
\end{aligned}
$$

Let $\Gamma(X, P) \subseteq P(X)$ be the set of sections $X \rightarrow P$, i.e.

$$
\Gamma(X, P)=\left\{s \in P(X) \mid \pi \circ s=\operatorname{Id}_{X}\right\}
$$

and let $s_{1}$ and $s_{2}$ be two elements of $\Gamma(X, P)$. Then, since $\pi \circ s_{1}=\operatorname{Id}_{X}=\pi \circ s_{2}$, it follows from the universal property of fibered products that

$$
\begin{aligned}
\left(s_{1}, s_{2}\right): X & \longrightarrow P \times P \\
x & \longmapsto\left(s_{1}(x), s_{2}(x)\right)
\end{aligned}
$$

defines an element of $\left(P \times_{X} P\right)(X)$. Hence, $\left(s_{1}, s_{2}\right)$ lies in the image of $\Psi(X)$, and so $\left(s_{1}, s_{2}\right)=$ $\left(s_{1}, s_{1} g\right)$ : there exists a uniquely determined element $g=g\left(s_{1}, s_{2}\right)$ of $G(X)$ such that $s_{2}=s_{1} g$. This shows that the set $\Gamma(X, P)$ of the sections of a principal fibre bundle $(G, P, X)$ is a principal homogeneous $G(X)$-space.
In the following, we shall only work with bundles which are locally isotrivial. The next proposition shows that this condition is quite strong, since it already implies that a bundle is principal:

Proposition 1.2.6. Let $(G, P, X)$ be a locally isotrivial $G$-bundle. Then it is principal.
Proof: We prove that, under the assumption of local isotriviality, the $G$-bundle ( $G, P, X$ ) with the projection $\pi$ satisfies (PB1) and (PB2).
We prove the first axiom locally, on an open cover of $X$ over which $P$ becomes isotrivial. Let $U$ be an open set in such a cover of $X$ :

over $U$, the map $\Psi: P \times G \rightarrow P \times_{X} P$ lifts to

$$
\begin{aligned}
\tilde{\Psi}: \pi^{-1}(U) \times G & \longrightarrow \pi^{-1}(U) \times_{U} \pi^{-1}(U) \\
(p, g) & \longmapsto(p, p g)
\end{aligned}
$$

its inverse image over $\varphi: U^{\prime} \rightarrow U$ is

$$
\begin{aligned}
\varphi^{*} \tilde{\Psi}:\left(U^{\prime} \times G\right) \times G & \longrightarrow\left(U^{\prime} \times G\right) \times_{U^{\prime}}\left(U^{\prime} \times G\right) \\
\left(p^{\prime}, g ; g^{\prime}\right) & \longmapsto\left(p^{\prime}, g ; p^{\prime}, g g^{\prime}\right),
\end{aligned}
$$

which is an isomorphism (compatible with the action of $\Gamma$ ) since ( $G, U^{\prime} \times G, U^{\prime}$ ) is the trivial principal $G$-bundle over $U^{\prime}$. Taking the quotient ${ }^{2}$ it follows that $\tilde{\Psi}$ is an isomorphism.
The axiom ( $\mathbf{P B 2 \text { ) holds for the following reason: consider again the cartesian square (1.2); }}$ since $U^{\prime} \times G \rightarrow U^{\prime}$ is flat, it follows from [9], IV, Seconde partie, Prop. (2.5.1), pg. 22 that $\pi^{-1}(U) \rightarrow U$ is flat and so, since flatness is a local property by definition ([12], pg. 254) that $P \rightarrow X$ is flat.

The proposition shows that the new axiom
$(\mathbf{P B})^{\prime}(G, P, X)$ is locally isotrivial

[^1]is enough in order to characterize locally isotrivial, principal $G$-bundles; this is exactly Serre's older definition of principal fibre bundles given in [27], pg. 1-08.

The next lemma shows that locally isotrivial principal bundles behave well with respect to base change; this means in particular that the family of all locally isotrivial $G$-bundles for a fixed $G$ gives rise to a fibered subcategory of the fibered category of all $G$-bundles:

Lemma 1.2.7. Let $f: X^{\prime} \rightarrow X$ be a morphism of varieties. Let $(G, P, X)$ be a locally isotrivial $G$-bundle over $X$. Then, $\left(G, f^{*} P, X^{\prime}\right)$ is a locally isotrivial principal $G$-bundle over $X^{\prime}$.

Proof: See [27], pg. 1-14.
As we already mentioned, our motivation for the introduction of the principal bundles is the study of the fibration of an algebraic group by an algebraic subgroup. The following proposition will be decisive in the next section:

Proposition 1.2.8. Let $G$ be an algebraic group, and $H$ an algebraic subgroup of $G$. Let $H$ operate on $G$ by right translation. Then, the $H$-bundle $(H, G, G / H)$ is a locally isotrivial principal fibre bundle.

Proof: See [27], Prop. 3, pg. 1-12.
Let $G$ be a connected algebraic group. By what we saw in the first section, there is an exact sequence

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

where $L$ is the largest connected linear subgroup of $G$ and $A$ is an abelian variety. As a consequence of Proposition 1.2.8, we see that there is an open cover $\mathcal{U}=\left\{U_{i}\right\}_{i=1}^{n}$ of $A$ by open subsets such that the restriction $\pi^{-1}\left(U_{i}\right) \rightarrow U_{i}$ of the bundle is isotrivial for all $i$ : there is an étale covering $U_{i}^{\prime} \rightarrow U_{i}$ such that the fibering becomes trivial over $U_{i}^{\prime}$. As we saw in Prop. 1.2.5, we can assume that this covering is Galois: this means that $\pi^{-1}\left(U_{i}\right)$ is isomorphic to a quotient $U_{i}^{\prime} \times L / \Gamma_{i}$ for the action of some finite group $\Gamma_{i}$. This fact has many interesting consequences, as we shall see later on. The first one is the

Proposition 1.2.9. A connected algebraic group is quasiprojective.
Proof: Let, as above, $L$ be the largest linear and connected algebraic subgroup of a connected algebraic group $G$, and $A$ the abelian variety $G / L . A$ is projective and so quasiprojective; this means that the structure morphism $\varphi_{A}: A \rightarrow \operatorname{Spec} k$ is a quasiprojective morphism ([9], II, Déf. 5.3.1, pg. 99). Furthermore, the morphism $\pi: G \rightarrow A$ is affine: if we choose the open cover $U$ in such a way that $U_{i}$ is affine for all $i$, we have that $\pi^{-1}\left(U_{i}\right) \cong U_{i}^{\prime} \times L / \Gamma_{i}$ is affine ( $U_{i}^{\prime}$ is affine since the morphism $U_{i}^{\prime} \rightarrow U_{i}$ is finite, $L$ is linear hence affine and the quotient of an affine variety by a finite group is affine). From [9], II, Cor. (5.3.4)(i), pg. 99 it follows that $\pi$ is
a quasiprojective morphism, and with part (ii) of the same Corollary that $\varphi_{A} \circ \pi: G \rightarrow \operatorname{Spec} k$ is quasiprojective, i.e. that $G$ is a quasiprojective variety.

Remark 1.2.5. If one restricts oneself to the case of commutative groups, one has to deal only with locally trivial fibre bundles (i.e. such that $U_{i}^{\prime}=U_{i}$ and $\left.\pi^{-1}\left(U_{i}\right) \cong U_{i} \times L\right)$. This is for instance the case in [5], [29] or [37]. Groups characterized by the fact that their actions give rise to locally trivial fibrations are called special in [27]. Their family does not contain only the commutative algebraic groups, but for instance all solvable groups and even the general linear group $\mathrm{GL}_{n}$. Some results on the theory of special groups, such as the fact that they are all linear, can be found in [27]. We shall meet again the special groups in the third chapter of this work, where we shall be more precise in their description.

### 1.3 Galois coverings and associated fibre bundles

In the previous section, we showed that a connected algebraic group $G$ can always be realized as a locally isotrivial fibration over an abelian variety, with a linear algebraic group $L$ as fibre. The aim of this section will be the construction of a new fibre bundle on the abelian variety whose fibre will be a given space $X$ on which $L$ operates. This associated bundle will be very useful, since it will allow us to exhibit a quite explicit completion $\bar{G}$ of the group $G$, and later on a projective embedding of the proper variety $\bar{G}$.

We begin by constructing the associated bundle as a ringed space. Then, we shall show that it admits the structure of a variety.

Let $G$ be an algebraic group, and $H$ an algebraic subgroup of $G$. Let $X$ be a variety, on which $H$ acts on the left. Define an action of $H$ on $G \times X$ as follows:

$$
h(g, x):=\left(g h^{-1}, h x\right)
$$

and denote by $G_{H}(X)$ the categorical quotient ${ }^{3}$ in the category of ringed spaces, as introduced in the previous section. The fact that $\pi \circ \mathrm{pr}_{1}$ is invariant under the action of $H$ implies the existence of a commutative diagram


[^2]which allows us to define a natural projection $p: G_{H}(X) \rightarrow G / H$ (in the category of ringed spaces). The fibres of the projection $p$ are isomorphic to $X$. Furthermore, an $H$-equivariant morphism $\varphi: X \rightarrow Y$ between $H$-varieties (i.e. a morphism which is compatible with the action of $H$ on $X$ and $Y$ ) gives rise in a natural way to a morphism $G_{H}(\varphi): G_{H}(X) \rightarrow G_{H}(Y)$ of ringed spaces.

Our next aim is to show that $G_{H}(X)$ carries the structure of an algebraic variety, i.e. that $G_{H}(X)$ is a geometric quotient for the action of $H$ on $G \times X$. For this, we shall need some notions introduced in the course of the previous section. In particular, we shall reduce the problem to a question of existence for bundles which are trivialized over a Galois covering. Therefore, we need to investigate the action of the Galois group on an isotrivial principal bundle more in detail.

Let $(G, P, X)$ be a principal bundle with the projection $\pi: P \rightarrow X$, and let $\varphi: X^{\prime} \rightarrow X$ be a Galois covering. Let $P^{\prime}:=X^{\prime} \times{ }_{X} P$ be the fibered product:


As a set, it can be explicitely defined by the rule

$$
P^{\prime}=\left\{\left(x^{\prime}, p\right) \in X^{\prime} \times P \mid \varphi\left(x^{\prime}\right)=\pi(p)\right\}
$$

The actions of $\Gamma=\operatorname{Gal}\left(X^{\prime} / X\right)$ on $X^{\prime}$ and of $G$ on $P$ induce commuting actions on $X^{\prime} \times P$, given respectively by

$$
\left(x^{\prime}, p\right) \cdot \sigma=\left(x^{\prime} \cdot \sigma, p\right)
$$

and

$$
\left(x^{\prime}, p\right) g=\left(x^{\prime}, p g\right)
$$

with $x^{\prime} \in X^{\prime}, p \in P, g \in G$ and $\sigma \in \Gamma$, and so a (right) action of $\Gamma \times G$ on $X^{\prime} \times P$.
Let $p_{0}$ be some point in $P$. Its fibre under $\varphi^{\prime}: P^{\prime} \rightarrow P$ is given by

$$
\left(\varphi^{\prime}\right)^{-1}\left(p_{0}\right)=\left\{\left(x^{\prime}, p_{0}\right) \in X^{\prime} \times P^{\prime} \mid \varphi\left(x^{\prime}\right)=\pi\left(p_{0}\right)\right\} ;
$$

if we set $x_{0}:=\pi\left(p_{0}\right)$, we see that

$$
\left(\varphi^{\prime}\right)^{-1}\left(p_{0}\right)=\varphi^{-1}\left(x_{0}\right) \times\left\{p_{0}\right\}
$$

and so that $\left(\varphi^{\prime}\right)^{-1}\left(p_{0}\right)$ is an orbit for the action of $\Gamma$ on $P^{\prime}$, since $\varphi^{-1}\left(x_{0}\right)$ is an orbit for the action of $\Gamma$ on $X$. Therefore, the pair $\left(P, \varphi^{\prime}\right)$ satisfies the axioms (GQ1) and (GQ3); if we assume $P$ to be normal (as will be the case in our applications, where we deal with nonsingular varieties), Theorem 1.2.2 implies that ( $P, \varphi^{\prime}$ ) is a geometric quotient for the action of $\Gamma$ on $P^{\prime}$.

Assume now that the principal fibre bundle is trivialized over the Galois covering $X^{\prime} \rightarrow X$. This can be expressed with a diagram as follows:


The isomorphism $\Phi: X^{\prime} \times G \rightarrow P^{\prime}$ over $X^{\prime}$ (which is a trivialization of $P^{\prime}$ ) induces the trivial right action of $G$ on $X^{\prime} \times G$ :

$$
\begin{aligned}
X^{\prime} \times G \times G & \longrightarrow X^{\prime} \times G \\
\left(x, g, g^{\prime}\right) & \longmapsto\left(x, g g^{\prime}\right)
\end{aligned}
$$

and a right action of $\Gamma$ on $X^{\prime} \times G$ which commutes with the projection $\mathrm{pr}_{1}: X^{\prime} \times G \rightarrow X^{\prime}$, i.e. a $\Gamma$-linearization of the trivial principal $G$-bundle ( $G, X^{\prime} \times G, X^{\prime}$ ). This discussion shows that $P$ is isomorphic to the quotient of a trivial $G$-bundle by an action of $\Gamma$ and so that, in order to get informations on the isotrivial principal bundle $(G, P, X)$ a good starting point is the study of the linearizations of a trivial principal bundle. This is what we are now going to do.

The $\Gamma$-linearizations of a trivial principal $G$-bundle ( $G, X \times G, X$ ) (we drop the "'" in the notation) are objects in a category whose morphisms are the $\Gamma$-equivariant morphisms $X \times G \rightarrow$ $X \times G$ over $X$. The following proposition gives an explicit description of the linearizations, which leads to a classification of their isomorphy classes in terms of Galois cohomology:
Proposition 1.3.1. Let $(G, X \times G, X)$ be a trivial principal $G$-bundle, and let $\Gamma$ be a finite group which operates on $X$.

1. Let $\varphi_{\sigma} \in Z^{1}(\Gamma, G(X))$ be a cocycle with coefficients in $G(X)$; then the rule

$$
\begin{aligned}
X \times G \times \Gamma & \longrightarrow X \times G \\
(x, g, \sigma) & \longmapsto(x, g) \cdot \sigma=\left(x \cdot \sigma,\left(\varphi_{\sigma}^{-1}\right)(x) g\right)
\end{aligned}
$$

defines a $\Gamma$-linearization of the bundle.
2. All $\Gamma$-linearizations of $(G, X \times G, X)$ are isomorphic to a linearization of this kind, and two linearizations are isomorphic if and only if the corresponding cocycles are cohomologuous.

The proof of the proposition requires the following, easy
Lemma 1.3.2. All automorphisms of the trivial principal G-bundle $(G, X \times G, X)$ are of the form

$$
\begin{aligned}
\Phi: X \times G & \longrightarrow X \times G \\
(x, g) & \longmapsto(x, \phi(x) g)
\end{aligned}
$$

with $\phi \in G(X)$.

Proof: The requirement that $\mathrm{pr}_{1} \circ \Phi((x, g))=\operatorname{pr}_{1}((x, g))=x$ implies that there exists a morphism $\tilde{\phi}: X \times G \rightarrow G$ such that $\Phi((x, g))=(x, \tilde{\phi}(x, g))$; furthermore, by the invariance of $\Phi$ under the action of $G$ one has $(x, \tilde{\phi}(x, g))=\left(x, \tilde{\phi}\left(x, 1_{G}\right)\right) g=\left(x, \tilde{\phi}\left(x, 1_{G}\right) g\right)$. If we set $\phi(x):=\tilde{\phi}\left(x, 1_{G}\right)$, the lemma is proved.

## Proof of Proposition 1.3.1:

1. Let $(x, g) \in X \times G$ and $\sigma, \tau \in \Gamma$. Then we have

$$
\begin{aligned}
((x, g) \cdot \sigma) \cdot \tau & =\left(x \cdot \sigma,\left(\varphi_{\sigma}\right)^{-1}(x) g\right) \cdot \tau=\left(x \cdot \sigma \cdot \tau,\left(\varphi_{\tau}\right)^{-1}(x \cdot \sigma)\left(\varphi_{\sigma}\right)^{-1}(x) g\right)= \\
& =\left(x \cdot \sigma \cdot \tau,\left(\left(\varphi_{\tau}^{\sigma}\right)^{-1}\left(\varphi_{\sigma}\right)^{-1}\right)(x) g\right)
\end{aligned}
$$

and from the cocycle relation $\varphi_{\sigma \tau}=\varphi_{\sigma} \varphi_{\tau}^{\sigma}$ we get $\left(\varphi_{\sigma \tau}\right)^{-1}=\left(\varphi_{\tau}^{\sigma}\right)^{-1}\left(\varphi_{\sigma}\right)^{-1}$, and so

$$
((x, g) \cdot \sigma) \cdot \tau=\left(x \cdot \sigma \tau,\left(\varphi_{\sigma \tau}\right)^{-1}(x) g\right)=(x, g) \cdot \sigma \tau
$$

where for $f \in G(X)$ we denote by $f^{\sigma} \in G(X)$ the image of $f$ under right translation of functions, given by $f^{\sigma}(x)=f(x \cdot \sigma)$. This shows that the rule given above defines a right action of $\Gamma$ on $G \times X$, and it is furthermore clear that this action commutes with the projection, i.e. that it is a linearization.
2. We proceed as follows: first, we show how to recover a cocycle $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma}$ out of a $\Gamma$ linearization; then, we check that to isomorphic linearizations belong cohomologuous cocycles, and finally we show that the cocycle corresponding to the action given in 1. really is $\varphi_{\sigma}$.
Let $(x, g, \sigma) \mapsto(x, g) \cdot \sigma$ be a $\Gamma$-linearization; denote by $\Gamma(X, X \times G)$ the set of sections of the trivial principal bundle and define a map

$$
\begin{aligned}
\Gamma \times \Gamma(X, X \times G) & \longrightarrow \Gamma(X, X \times G) \\
(\sigma, s) & \longmapsto \sigma * s
\end{aligned}
$$

by the rule $(\sigma * s)(x):=s(x \cdot \sigma) \cdot \sigma^{-1}$; it really maps to sections, since for a section $s \in \Gamma(X, X \times G)$ we have

$$
\operatorname{pr}_{1} \circ(\sigma * s)=\operatorname{pr}_{1}\left(s(x \cdot \sigma) \cdot \sigma^{-1}\right)=\operatorname{pr}_{1}(s(x \cdot \sigma)) \cdot \sigma^{-1}=\operatorname{pr}_{1}(x)
$$

by the $\Gamma$-equivariance of $\mathrm{pr}_{1}$, and furthermore it defines a left action of $\Gamma$ on $\Gamma(X, X \times G)$ since

$$
(\sigma *(\tau * s))(x)=(\tau * s)(x \cdot \sigma) \cdot \sigma^{-1}=s(x \cdot \sigma \tau) \cdot \tau^{-1} \sigma^{-1}=(\sigma \tau * s)(x)
$$

Let now $s_{1} \in \Gamma(X, X \times G)$ be the 1 -section, defined by

$$
\begin{aligned}
s_{1}: X & \longrightarrow X \times G \\
x & \longmapsto(x, 1)
\end{aligned}
$$

(where we denote by 1 the neutral element of the group $G$ ). Since $\Gamma(X, X \times G)$ is a principal homogeneous $G(X)$-space (see Remark 1.2.4), for each $\sigma \in \Gamma$ there exists exactly one element $\varphi_{\sigma}$ in $G(X)$ such that

$$
\sigma * s_{1}=s_{1} \varphi_{\sigma}
$$

i.e. $\left(\sigma * s_{1}\right)(x)=s_{1}(x) \varphi_{\sigma}(x)$ for all $x \in X$. This way, we associate with the linearization a collection $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma} \subseteq G(X)$. We now claim that this is a 1-cocycle. Namely, consider again the relation

$$
(\sigma \tau) * s_{1}=\sigma *\left(\tau * s_{1}\right)
$$

its left-hand side becomes $s_{1} \varphi_{\sigma \tau}$, while for the right-hand side we get

$$
\begin{aligned}
\sigma *\left(\tau * s_{1}\right)(x) & =\left(\tau * s_{1}\right)(x \cdot \sigma) \cdot \sigma^{-1}=s_{1}(x \cdot \sigma) \varphi_{\tau}(x \cdot \sigma) \cdot \sigma^{-1}= \\
& =\left(\sigma * s_{1}\right)(x)\left(\varphi_{\tau}\right)^{\sigma}(x)=s_{1}(x) \varphi_{\sigma}(x)\left(\varphi_{\tau}\right)^{\sigma}(x)
\end{aligned}
$$

and so the relation $\varphi_{\sigma \tau}=\varphi_{\sigma}\left(\varphi_{\tau}\right)^{\sigma}$, which shows that $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma} \in Z^{1}(\Gamma, G(X))$. Assume now that $X \times G$ admits two isomorphic linearizations

$$
X \times G \times \Gamma \longrightarrow X \times G
$$

denoted respectively by

$$
(x, g, \sigma) \longmapsto(x, g) \cdot \sigma
$$

and

$$
(x, g, \sigma) \longmapsto(x, g) \odot \sigma
$$

This means that there exists a $G$-automorphism $\Phi$ of $X \times G$ with

$$
\Phi((x, g) \cdot \sigma)=\Phi((x, g)) \odot \sigma
$$

for all $(x, g) \in X \times G$ and all $\sigma \in \Gamma$. Denote by " $*$ " resp. " $\star$ " the actions on $\Gamma(X, X \times G)$ obtained out of "." resp. " $\odot$ ":

$$
(\sigma * s)(x)=s(x \cdot \sigma) \cdot \sigma^{-1} \quad \text { resp. } \quad(\sigma \star s)(x)=s(x \cdot \sigma) \odot \sigma^{-1}
$$

and by $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma}$ resp. $\left\{\varphi_{\sigma}^{\prime}\right\}_{\sigma \in \Gamma}$ the cocycles associated to the linearizations:

$$
\sigma * s_{1}=s_{1} \varphi_{\sigma} \quad \text { resp. } \quad \sigma \star s_{1}=s_{1} \varphi_{\sigma}^{\prime}
$$

From the equivariance of the automorphism $\Phi$ we get the relation

$$
\begin{equation*}
\sigma \star\left(\Phi \circ s_{1}\right)=\Phi \circ\left(\sigma * s_{1}\right) \tag{1.4}
\end{equation*}
$$

Let us look at the left-hand side of (1.4): writing $\Phi((x, g))=(x, \phi(x) g)$ as in Lemma 1.3.2, we get

$$
\begin{aligned}
\sigma \star\left(\Phi \circ s_{1}\right) & =(x \cdot \sigma, \phi(x \cdot \sigma)) \odot \sigma^{-1}=(x \cdot \sigma, 1) \phi^{\sigma}(x) \odot \sigma^{-1}= \\
& =\left((x \cdot \sigma, 1) \odot \sigma^{-1}\right) \phi^{\sigma}(x)=\left(\sigma \star s_{1}\right)(x) \phi^{\sigma}(x)=s_{1}(x) \varphi_{\sigma}^{\prime}(x) \phi^{\sigma}(x)
\end{aligned}
$$

(recall that the actions of $G$ and $\Gamma$ are supposed to commute). The right-hand side of (1.4) becomes

$$
\begin{aligned}
\Phi \circ\left(\sigma * s_{1}\right)(x) & =\Phi\left(s_{1}(x) \varphi_{\sigma}(x)\right)=\left(\Phi \circ s_{1}(x)\right) \varphi_{\sigma}(x)= \\
& =(x, \phi(x)) \varphi_{\sigma}(x)=s_{1}(x) \phi(x) \varphi_{\sigma}(x)
\end{aligned}
$$

By the effectivity of the action, we get $\varphi_{\sigma}^{\prime} \phi^{\sigma}=\phi \varphi_{\sigma}$, i.e.

$$
\varphi_{\sigma}=\phi^{-1} \varphi_{\sigma}^{\prime} \phi^{\sigma} \quad:
$$

to isomorphic bundles correspond cohomologuous cocycles.
On the other side, if $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma}$ and $\left\{\varphi_{\sigma}^{\prime}\right\}_{\sigma \in \Gamma}$ are cohomologuous cocycles, the morphism $\phi \in G(X)$ allows one to "reconstruct" the isomorphism $\Phi$ as in Lemma 1.3.2. This shows that there is a one-to-one correspondence between the isomorphic classes of $\Gamma$-linearized, trivial principal $G$-bundles and the pointed set $H^{1}(\Gamma, G(X))$.
Let now $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma} \in Z^{1}(\Gamma, G(X))$ be a representant for a class in $H^{1}(\Gamma, G(X))$ associated to some $\Gamma$-linearization, and consider the new linearization given by means of the rule $(x, g) \cdot \sigma:=\left(x \cdot \sigma,\left(\varphi_{\sigma}\right)^{-1}(x) g\right)$. We compute the cocycle associated to it:

$$
\begin{aligned}
\left(\sigma * s_{1}\right)(x) & =s_{1}(x \cdot \sigma) \cdot \sigma^{-1}=(x \cdot \sigma, 1) \cdot \sigma^{-1}=\left(x \cdot \sigma \cdot \sigma^{-1},\left(\varphi_{\sigma^{-1}}\right)^{-1}(x \cdot \sigma)\right)= \\
& =\left(x,\left(\varphi_{\sigma^{-1}}^{\sigma}\right)^{-1}(x)\right)=\left(x, \varphi_{\sigma}(x)\right)=(x, 1) \varphi_{\sigma}(x)= \\
& =s_{1}(x) \varphi_{\sigma}(x),
\end{aligned}
$$

since from the cocycle relation it follows that $\left(\varphi_{\sigma^{-1}}^{\sigma}\right)^{-1}=\varphi_{\sigma}$. The cocycle obtained out of this action is again $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma}$ : this shows that the new linearization is isomorphic to the original one and so, since this holds for any $\Gamma$-linearizations, that all $\Gamma$-linearizations are isomorphic to a linearization as in 1.

Recall from Proposition 1.2.5 that an étale covering can always be extended to a Galois one; this implies that an isotrivial principal $G$-bundle $(G, P, X)$ can always be supposed to be trivialized over a Galois covering $X^{\prime} \rightarrow X$. Together with Proposition 1.3.1 and the preceding discussion this implies the

Corollary 1.3.3. Let $(G, P, X)$ be an isotrivial principal fibre bundle. Then there is a Galois covering $X^{\prime} \rightarrow X$ with Galois group $\Gamma$ over which the bundle becomes trivial, and a cocycle $\left\{\varphi_{\sigma}\right\}_{\sigma \in \Gamma} \in Z^{1}\left(\Gamma, G\left(X^{\prime}\right)\right)$ such that $P$ is the geometric quotient of $X^{\prime} \times G$ for the action of $\Gamma$ given by

$$
\left(x^{\prime}, g\right) \cdot \sigma=\left(x^{\prime} \cdot \sigma,\left(\varphi_{\sigma}\right)^{-1}\left(x^{\prime}\right) g\right)
$$

with $\left(x^{\prime}, g\right) \in X^{\prime} \times G$ and $\sigma \in \Gamma$.
Note that "our" $\left(\varphi_{\sigma}\right)^{-1}$ 's take the place of Serre's $\varphi_{\sigma}$ 's in [27], Prop. 1, pg. 1-09.
In order to prove that $G_{H}(X)$ is an algebraic variety, we shall look at coverings of $G / H$ over which the bundles become trivial; in particular, we shall work with Galois coverings. This implies that we must be able to take quotients with respect to actions of finite groups. Since the conditions of Proposition 1.2.3 of the orbits being affine is too troublesome in general, we replace it by the following, stronger condition, sufficient for our purposes:
(F) Any finite subset is contained in an affine open subset.

This condition is not "too" strong: it is satisfied for instance by quasiprojective varieties, since one can always find some hyperplane which does not intersect a finite set of points, or by algebraic groups, since here it is possible to move hyperplanes away from finite sets (see also [28], Ex. 1 and 2, pg. 59). Note that (F) would not make sense for a scheme over a finite field, as shown by the counterexample $\mathbb{P}^{1}\left(\mathbb{F}_{2}\right)$.

We are now ready to prove the central result of this section, namely that $G_{H}(X)$ is an algebraic variety, if we restrict ourselves to varieties $X$ which satisfy the condition (F).

Theorem 1.3.4. Let $G$ be a connected algebraic group and $H$ an algebraic subgroup of $G$. Let $H$ act on the left on an algebraic variety $X$ which satisfies $(\mathbf{F})$. Then, $G_{H}(X)$ is a geometric quotient for the action of $H$ on $G \times X$ and the $H$-bundle $\left(H, G \times X, G_{H}(X)\right)$ is a locally isotrivial principal fibre bundle.

Proof: (See [27], Prop. 4, pg. 1-15 or [25], Thm. 4.19, pg. 195) We already saw that $G_{H}(X)$ carries in a natural way the structure of a quotient ringed space of $G \times X$ by the action of $H$. We now show that $G_{H}(X)$ is a variety, which can be covered by (finitely many) subvarieties whose structure will make clear that the fibration is principal.
For this purpose, choose an open affine subset $U \subseteq G / H$ such that there is a Galois covering $U^{\prime} \rightarrow U$ over which $G$ becomes trivial: this gives rise to a commutative diagram

where $\pi: G \rightarrow G / H$ denotes again the quotient morphism. By Cor. 1.3.3, there exists a cocycle $\varphi_{\sigma} \in Z^{1}\left(\Gamma, H\left(U^{\prime}\right)\right)$ such that $\pi^{-1}(U)$ is the geometric quotient of $U^{\prime} \times H$ by the action of $\Gamma$ given by $\left(u^{\prime}, h\right) \cdot \sigma=\left(u^{\prime} \cdot \sigma,\left(\varphi_{\sigma}\right)^{-1}\left(u^{\prime}\right) h\right)$ with $u^{\prime} \in U^{\prime}, h \in H, \sigma \in \Gamma$.
We consider the covering given by

$$
U^{\prime} \times H \times X \longrightarrow \pi^{-1}(U) \times X \longrightarrow G \times X \quad ;
$$

it is Galois, if the action of $\Gamma$ on $U^{\prime} \times H \times X$ is the lifting of the action on $U^{\prime} \times H$ :

$$
\left(u^{\prime}, h, x\right) \cdot \sigma=\left(u^{\prime} \cdot \sigma,\left(\varphi_{\sigma}\right)^{-1}\left(u^{\prime}\right) h, x\right)
$$

with $\left(u^{\prime}, h, x\right) \in U^{\prime} \times H \times X$ and $\sigma \in \Gamma$. This induces an open embedding

$$
\left(U^{\prime} \times H \times X\right) / \Gamma \longleftrightarrow G \times X
$$

of varieties; the quotient $\left(U^{\prime} \times H \times X\right) / \Gamma$ is a variety since $U^{\prime} \times H \times X$ satisfies $(\mathbf{F})$ : $U^{\prime}$ is affine, since it is finite over the affine variety $U, \mathrm{H}$ is an algebraic group and $X$ satisfies $(\mathbf{F})$ by hypothesis. Lifting the action of $H$ on $G \times X$ to $U^{\prime} \times H \times X$ gives the action

$$
k\left(u^{\prime}, h, x\right)=\left(u^{\prime}, h k^{-1}, k x\right)
$$

with $\left(u^{\prime}, h, x\right)$ as above and $k \in H$. Note that the map

$$
\begin{aligned}
U^{\prime} \times H \times X & \longrightarrow U^{\prime} \times X \\
\left(u^{\prime}, h, x\right) & \longmapsto\left(u^{\prime}, h x\right)
\end{aligned}
$$

defines a geometric quotient of $U^{\prime} \times H \times X$ by $H$. The actions of $\Gamma$ and $H$ on $U^{\prime} \times H \times X$ commute, as can be immediately verified (the left and right translations of $H$ on itself commute). This implies that the action of $H$ induces an action on the quotient $\left(U^{\prime} \times H \times X\right) / \Gamma$, which is therefore an open, $H$-invariant subvariety of $G \times X$. Taking the quotient by $H$, we get the diagram

where the left vertical morphism can be explicitely described by the rule

$$
\left(u^{\prime}, h, x\right) \Gamma \longmapsto\left(u^{\prime}, h x\right) \Gamma
$$

The space $\left(U^{\prime} \times X\right) / \Gamma$ is a variety, since $U^{\prime} \times X$ satisfies $(\mathbf{F})$. Since $G / H$ can be covered by (finitely many) open subsets like $U$, it follows that $G_{H}(X)$ admits a finite open cover of varieties like $\left(U^{\prime} \times X\right) / \Gamma$. This shows that $G_{H}(X)$ is an algebraic prevariety, since it follows immediately that it can be covered by finitely many affine varieties.

In order to show that $G_{H}(X)$ is itself a variety, we have to check its separatedness over Spec $k$. This is done as follows: by base extension ([12], Cor. 4.6(c), pg. 99), $U^{\prime} \times X$ is separated over $U^{\prime}$; from [9], IV, Seconde partie, Prop. (2.7.1), pg. 29 it follows that $U^{\prime} \times X / \Gamma$ is separated over $U=U^{\prime} / \Gamma$; since separatedness is a local condition ([12], Cor. 4.6(f), pg. 99), it follows that $G_{H}(X)$ is separated over $G / H$ and with [12], Cor. 4.6(e), pg. 99 that it is separated over Spec $k$, since $G / H$ is a variety and therefore separated.
In order to prove that $G \times X$ is principal over $G_{H}(X)$, we just have to look at the diagram

where the horizontal arrows denote quotients by $\Gamma$, while the vertical arrows denote quotients by $H$. This shows that over the étale Galois covering $U^{\prime} \times X \rightarrow\left(U^{\prime} \times X\right) / \Gamma$ the fibration $G \times X \rightarrow G_{H}(X)$ pulls back to $\left(H, U^{\prime} \times H \times X, U^{\prime} \times X\right)$. This means that $\left(H, G \times X, G_{H}(X)\right)$ is a locally isotrivial principal bundle.

The theorem, together with Prop. 1.2.4, implies that $G_{H}(X)$ is a categorical quotient for the action of $H$ on $G \times X$ in the category of algebraic varieties. If $\varphi$ is an $H$-equivariant morphism between two $H$-varieties, and we consider the $H$-equivariant composition of morphisms

$$
q \circ\left(\operatorname{Id}_{G} \times \varphi\right): G \times X \longrightarrow G_{H}(Y)
$$

where $q: G \times Y \rightarrow G_{H}(Y)$ denotes the natural projection, the universal property of the categorical quotient implies the existence of a unique morphism $G_{H}(\varphi): G_{H}(X) \rightarrow G_{H}(Y)$ which makes a commutative diagram

the quotient of $\operatorname{Id}_{G} \times \varphi$ by $H$.
Theorem 1.3.5. $G_{H}(\cdot)$ defines an additive functor from the category of $H$-varieties which satisfy ( $\mathbf{F}$ ) to the category of varieties over $G / H$.

Proof: By construction, there is a morphism $G_{H}(X) \rightarrow G / H$. This shows that $G_{H}(X)$ is a variety over $G / H$. The discussion just above shows that if $\varphi: X \rightarrow Y$ is $H$-invariant, then $G_{H}(\varphi)$ is a morphism over $G / H$.
Now let $\psi: Y \rightarrow Z$ be another $H$-invariant morphism between $H$-varieties; then, the morphism $G_{H}(\psi) \circ G_{H}(\varphi)$ satisfies the universal property for the quotient of $\operatorname{Id}_{G} \times(\psi \circ \varphi)$ by $H$,
and therefore it follows from the uniqueness of $G_{H}(\psi \circ \varphi)$ that $G_{H}(\psi) \circ G_{H}(\varphi)=G_{H}(\psi \circ \varphi)$. The additivity of $G_{H}(\cdot)$ is proven as follows: let again $X$ and $Y$ be $H$-varieties; for the trivial $G$-bundle $G \times(X \times Y)$ we have the canonical isomorphism

$$
G \times(X \times Y)=(G \times X) \times_{G}(G \times Y)
$$

taking the quotient by the action of $H$, we get

$$
G_{H}(X \times Y)=G_{H}(X) \times_{G / H} G_{H}(Y) \quad:
$$

the image of the direct product of $X$ and $Y$ is the fibered product over $G / H$ of $G_{H}(X)$ and $G_{H}(Y)$. This concludes the proof.

Example 1.3.1. Let the notations be as above. Then $G_{H}(H) \cong G$ and the structure morphism $p: G_{H}(H) \rightarrow G / H$ is the natural projection $\pi: G \rightarrow G / H$. Indeed, the map

$$
\begin{aligned}
\psi: G \times H & \longrightarrow G \\
(g, h) & \longmapsto g h
\end{aligned}
$$

makes $G$ into a geometric quotient of $G \times H$ by the action of $H$ given by $k(g, h)=\left(g k^{-1}, k h\right)$ : it is surjective, and its fibres are exactly the $H$-orbits, since

$$
\psi(g, h)=\psi\left(g^{\prime}, h^{\prime}\right) \quad \Longleftrightarrow \quad g h=g^{\prime} h^{\prime}
$$

and this is true if and only if $\left(g^{\prime}, h^{\prime}\right)=\left(g k^{-1}, k h\right)$ with $k=h^{\prime} h^{-1}$, i.e. if $(g, h)$ and $\left(g^{\prime}, h^{\prime}\right)$ lie in the same orbit. The claim follows then from Theorem 1.2.2.

Example 1.3.2. $G_{H}(G) \cong(G / H) \times G$ with the structure morphism $\operatorname{pr}_{1}:(G / H) \times G \rightarrow G / H$. In order to see this, consider the map

$$
\begin{aligned}
\psi: G \times G & \longrightarrow(G / H) \times G \\
\left(g_{1}, g_{2}\right) & \longmapsto\left(\pi\left(g_{1}\right), g_{1} g_{2}\right)
\end{aligned}
$$

and proceed as above.
Example 1.3.3. Let $X$ be a variety on which $H$ acts trivially. Then we have the relation $G_{H}(X) \cong(G / H) \times X$, and the structure morphism of the variety $G_{H}(X)$ is the first projection $\mathrm{pr}_{1}:(G / H) \times X \rightarrow G / H$. To prove this, consider the map

$$
\begin{aligned}
\psi: G \times X & \longrightarrow(G / H) \times X \\
(g, x) & \longmapsto(\pi(g), x)
\end{aligned}
$$

and proceed as above.
As special cases, we see immediately that $G_{H}(G / H) \cong(G / H) \times(G / H)$, and $G_{H}(\operatorname{Spec}(k)) \cong$ $(G / H) \times \operatorname{Spec}(k) \cong G / H$, if $G$ is defined over $k$.

Before turning our attention to one further example, which will be the most important for us, we collect two more results on associated bundles. For their proofs, we need the

Lemma 1.3.6. Let $(G, P, X)$ and $\left(G, P^{\prime}, X^{\prime}\right)$ be locally isotrivial principal fibre bundles, and let $f: X^{\prime} \rightarrow X$ be a base change. Then, $P^{\prime} \cong f^{*} P$ if and only if there exists a $G$-equivariant morphism $F: P^{\prime} \rightarrow P$ such that the square

is cartesian.
Proof: See [27], pg. 1-15.
This implies that the diagram (1.3) on page 23 is in fact a cartesian square

since now we know that both vertical arrows are locally isotrivial fibrations with fibre $H$.
Proposition 1.3.7. Let $H$ be an algebraic subgroup of an algebraic group $G$, and let $X$ and $Y$ be varieties satisfying (F) with an action of $H$.

1. If $i: X \hookrightarrow Y$ is an $H$-equivariant, open embedding, then

$$
G_{H}(i): G_{H}(X) \longrightarrow G_{H}(Y)
$$

is an open embedding.
2. If $X$ is complete (i.e. proper over the ground field $k$ ), then $G_{H}(X)$ is proper over $G / H$.

## Proof:

1. The embedding $i$ induces an open, $H$-equivariant embedding

$$
\operatorname{Id}_{G} \times i: G \times X \hookrightarrow G \times Y
$$

over $G$. Since the surjective morphism $\pi: G \rightarrow G / H$ is flat, it follows from [9], IV, Seconde partie, Prop. (2.7.1)(x), pg. 29 that $G_{H}(i): G_{H}(X) \rightarrow G_{H}(Y)$ is an open embedding.
2. If $X$ is proper over $\operatorname{Spec} k$, it follows by base extension that $G \times X$ is proper over $G$ ([12], Cor. 4.8(c), pg. 102). Then, by [9], IV, Seconde partie, Prop. (2.7.1)(vii), pg. 29, $p: G_{H}(X) \rightarrow G / H$ is a proper morphism.

Let $G$ be a connected algebraic group. Recall that, by Chevalley's theorem, to $G$ belongs an exact sequence

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

where $L$ is the largest connected linear subgroup of $G$ and $A$ is an abelian variety. In the following, we shall only be interested in the case $H=L$, i.e. we shall study only associated bundles of the form $G_{L}(X)$. Note that, since $L$ is uniquely determined, $G_{L}(X)$ (resp. $\left.G_{L}(\varphi)\right)$ depends only on $G$ and $X$ (resp. $G$ and $\varphi$ ). Because of that, Knop and Lange in [14] use the notation $" G(X)$ " (resp. " $G(\varphi)$ "). We do not use this simplified notation here, in order to avoid confusion with the "functor of points" $G(\cdot)$, which we used on page 20.
An equivariant completion of an algebraic group $G$ is a complete variety $\bar{G}$ on which $G$ operates, together with an open, $G$-equivariant embedding $G \hookrightarrow \bar{G}$. Here, the group $G$ acts on itself by left translation.
If $\bar{L}$ is an equivariant completion of the linear algebraic group $L$, the embedding $i: L \hookrightarrow \bar{L}$, which is open, induces an open embedding

$$
G_{L}(i): G \cong G_{L}(L) \hookrightarrow \bar{G}:=G_{L}(\bar{L})
$$

(if we assume that $\bar{L}$ satisfies (F)). The variety $\bar{G}$ is complete, since it is proper over $A$ (see the proposition above), and the abelian variety $A$ is projective, and so in particular proper over $k$ (see also [12], Cor. 4.8, pg. 102). Together with the observation that the action of $G$ on $G \times \bar{L}$ defined by $g\left(g^{\prime}, x\right)=\left(g g^{\prime}, x\right)$ induces an action of $G$ on $\bar{G}$, which leaves the open subvariety $G \cong G_{L}(L)$ invariant, we get the

Corollary 1.3.8. Let $\bar{L}$ be an equivariant completion of L, satisfying $(\mathbf{F})$. Then, $\bar{G}=G_{L}(\bar{L})$ is an equivariant completion of $G$.

If the completion of $L$ is a compactification (i.e. if $\bar{L}$ is projective), the condition ( $\mathbf{F}$ ) holds automatically. In $\S 3.4$, we shall show that an equivariant compactification $\bar{L}$ of $L$ exists, and we shall give some hints on how it can be obtained explicitely.

## Chapter 2

## The projective embedding

In this chapter, we show how the equivariant completion constructed in Chapter 1 can be made to be a projective variety. In particular, we show how ample and very ample line bundles can be obtained on the completion.
The methods in this chapter are similar to [5] and [14], with the difference that we make intensively use of the theory of faithfully flat descent.

### 2.1 Faithfully flat descent and linearization

In this section, we collect some results on the topic of faithfully flat descent which will be useful later. Our exposition, especially at the beginning, is based on [3], §6.1 (which is essentially a translation of [10]). We begin with a brief outline of the main ideas behind the descent theory of coherent sheaves, and successively we take a look at the situation in the case of principal fibre bundles. Finally, at the end of the section we collect some useful results on faithfully flat morphisms.

The main problem of descent theory is the study of the inverse image functor (i.e. the "pullback") in a fibered category (see [10], pp. 190-02 and ff.). In our context, it translates as follows: let $\pi: X \rightarrow Y$ be a morphism of varieties, and consider the functor $\mathcal{F} \mapsto \pi^{*} \mathcal{F}$ which maps a quasicoherent $\mathcal{O}_{Y}$-module to its inverse image under $\pi$ (see [12], pp. 109-110); then, one wants to characterize the image of $\pi^{*}$ : an $\mathcal{O}_{X}$-module (resp. a morphism of $\mathcal{O}_{X}$-modules) which lies in the image of $\pi^{*}$ is said to descend from $X$ to $Y$.

Consider, for $X$ and $Y$ as above, the fibered product $X \times_{Y} X$, with the natural projections $p_{1}, p_{2}: X \times_{Y} X \rightarrow X$. For any quasicoherent $\mathcal{O}_{X}$-module $\mathcal{F}$, we call an isomorphism $\phi:$ $p_{1}^{*} \mathcal{F} \rightarrow p_{2}^{*} \mathcal{F}$ a covering datum on $\mathcal{F}$. The set of all pairs $(\mathcal{F}, \phi)$ where $\phi$ and $\mathcal{F}$ are as above gives rise in a natural way to a category $\mathfrak{F}_{\mathrm{cd}}(X, Y)$ : a morphisms between two such objects $(\mathcal{F}, \phi)$ and $\left(\mathcal{F}^{\prime}, \phi^{\prime}\right)$ consists of a morphism $\varphi: \mathcal{F} \rightarrow \mathcal{F}^{\prime}$ of $\mathcal{O}_{X}$-modules which is compatible
with the covering data, i.e. such that the diagram

commutes.
The pull-back $\pi^{*} \mathcal{G}$ of a quasicoherent $\mathcal{O}_{Y}$-module $\mathcal{G}$ with respect to the morphism $\pi$ admits a covering datum in a natural way: it is given by the canonical isomorphism

$$
p_{1}^{*}\left(\pi^{*} g\right)=\left(\pi \circ p_{1}\right)^{*} G=\left(\pi \circ p_{2}\right)^{*} G=p_{2}^{*}\left(\pi^{*} g\right) .
$$

Hence, we can consider $\pi^{*}$ as a functor from the category of quasicoherent $\mathcal{O}_{X}$-modules to the category $\mathfrak{F}_{\mathrm{cd}}(X, Y)$.
If the morphism $\pi: X \rightarrow Y$ is faithfully flat (i.e. flat and surjective), we have the following result:

Proposition 2.1.1. Assume that $\pi: X \rightarrow Y$ is faithfully flat. Then, the functor $g \rightarrow \pi^{*} g$ from quasi-coherent $\mathcal{O}_{Y}$-modules to quasi-coherent $\mathcal{O}_{X}$-modules with covering data is fully faithful.

Proof: See [3], Prop. 1, pg. 130. Note that the assumption of quasi-compactness is superfluos here, since it is always satisfied by a morphism of varieties.

The proposition states that, for any two quasi-coherent $\mathcal{O}_{Y}$-modules $\mathcal{G}$ and $\mathcal{g}^{\prime}, \pi^{*}$ describes a bijective map between the set of morphisms between $\mathcal{G}$ and $\mathcal{g}^{\prime}$ and the set of morphisms between $\left(\pi^{*} \mathscr{G}, \phi_{\mathcal{G}}\right)$ and $\left(\pi^{*} \mathscr{g}^{\prime}, \phi_{g^{\prime}}\right)$ in $\mathfrak{F}_{\mathrm{cd}}(X, Y)$, where we denote by $\phi_{\mathcal{G}}$ resp. $\phi_{g^{\prime}}$ the canonical covering datum for $\pi^{*} g$ resp. $\pi^{*} g^{\prime}$.
It remains to find those objects $(\mathcal{F}, \phi)$ in $\mathrm{Ob}\left(\mathfrak{F}_{\mathrm{cd}}(\mathrm{X}, \mathrm{Y})\right)$ which are in the image of $\pi^{*}$. A necessary (but not sufficient) condition is the commutativity of

(where the unspecified identities are canonical isomorphisms of $\mathcal{O}_{X}$-modules). Let us namely consider the diagram

$$
\begin{equation*}
X \times_{Y} X \times_{Y} X \stackrel{p_{i j}}{\Longrightarrow} X \times_{Y} X \stackrel{p_{k}}{\Longrightarrow} X \xrightarrow{\pi} Y \tag{2.3}
\end{equation*}
$$

where $p_{i j},(i, j)=(1,2),(1,3),(2,3)$ denote the projections $X \times_{Y} X \times_{Y} X \rightarrow X \times_{Y} X$ on the $i$-th and $j$-th factors; if we set $\mathcal{F}:=\pi^{*} \mathcal{G}$ for a quasi-coherent $\mathcal{O}_{Y}$-module $\mathcal{G}$, the diagram (2.2) is commutative because all appearing isomorphisms are canonical: the canonical isomorphism

$$
\phi: p_{1}^{*} \mathcal{F}=p_{1}^{*} \pi^{*} \mathcal{G} \xrightarrow{\sim} p_{2}^{*} \pi^{*} \mathcal{G}=p_{2}^{*} \mathcal{F}
$$

plays the role of the covering datum, and it follows immediately that $p_{i j}^{*} p_{1}^{* \mathcal{F}} \cong p_{i j}^{*} p_{2}^{*} \mathcal{F}$ canonically.

A covering datum $\phi$ on a quasi-coherent $\mathcal{O}_{X}$-module $\mathcal{F}$ for which (2.2) is commutative is said to be a descent datum on $\mathcal{F}$. The relation

$$
p_{13}^{*} \phi=p_{23}^{*} \phi \circ p_{12}^{*} \phi
$$

satisfied by $\phi$ is called the cocycle condition. We denote by $\mathfrak{F}_{\mathrm{dd}}(X, Y)$ the category of the pairs $(\mathcal{F}, \phi)$ where $\mathcal{F}$ is a quasicoherent $\mathcal{O}_{X}$-module and $\phi$ a descent datum on $\mathcal{F}$, together with the morphisms which are compatible with the data. The discussion above implies that $\pi^{*}$ can be seen in a natural way as a functor to $\mathfrak{F}_{\mathrm{dd}}(X, Y)$.
A descent datum $\phi$ on $\mathcal{F}$ is said to be effective if $(\mathcal{F}, \phi) \in \mathrm{Ob}\left(\mathfrak{F}_{\mathrm{dd}}(X, Y)\right)$ is isomorphic to $\pi^{*} \mathcal{G}$ together with its canonical descent datum for some quasicoherent $\mathcal{O}_{X}$-module $\mathcal{G}$. If every descent datum is effective, the morphism $\pi$ is said to be a strict descent morphism.

Theorem 2.1.2 (Grothendieck). Let $\pi: X \rightarrow Y$ be a faithfully flat morphism of varieties. Then, $\pi$ is a strict descent morphism for quasi-coherent $\mathcal{O}_{X}$-modules.

Proof: See [3], Thm. 4, pg. 134.
The theorem shows that, if $\pi: X \rightarrow Y$ is faithfully flat, the category of quasi-coherent $\mathcal{O}_{Y^{-}}$ modules is equivalent to $\mathfrak{F}_{\text {dd }}(X, Y)$ : it amounts to the same to give a quasi-coherent $\mathcal{O}_{Y}$-module or a quasi-coherent $\mathcal{O}_{X}$-module equipped with a descent datum.

We reformulate now the descent problem in a special setting. Namely, we let $(G, X, Y)$ be a (left) principal fibre bundle. Then, the projection $\pi: X \rightarrow Y$ is faithfully flat, and one could ask oneself whether the isomorphism

$$
\begin{aligned}
f: G \times X & \longrightarrow X \times_{Y} X \\
(g, x) & \longmapsto(g x, x)
\end{aligned}
$$

makes it possible to express descent data and cocycle conditions in terms of sheaves on $G \times X$. As we are now going to show, this leads in a natural way to consider $G$-linearized $\mathcal{O}_{X}$-modules. Denote by $\sigma: G \times X \rightarrow X$ the action of $G$ on $X$ and by $q_{2}: G \times X \rightarrow X$ the second projection. A linearization of a quasi-coherent $\mathcal{O}_{X}$-module $\mathcal{F}$ is an isomorphism

$$
\psi: \sigma^{*} \mathcal{F} \xrightarrow{\sim} q_{2}^{*} \mathcal{F}
$$

of sheaves on $G \times X$ which satisfies a condition which is expressed by the commutativity of

where $q_{1}: G \times X \rightarrow G, q_{2}: G \times X \rightarrow X, q_{12}: G \times G \times X \rightarrow G \times G, q_{13}: G \times G \times X \rightarrow G \times X$, $q_{23}: G \times G \times X \rightarrow G \times X$ are the usual projection maps in the different components, $\mu: G \times G \rightarrow G$ is the product morphism and the equalities denote canonical isomorphisms.
Remark 2.1.1. Let $g$ be an element of $G$. If we restrict the isomorphism $\psi$ to the subvariety $\{g\} \times$ $X$ (which is canonically identified with $X$ ), and we denote by $\sigma_{g}: X \rightarrow X$ the automorphism of $X$ given by $x \mapsto \sigma(g, x)$, we get an isomorphism

$$
\psi_{g}: \sigma_{g}^{* \mathcal{F}} \xrightarrow{\sim} \mathcal{F}
$$

and the cocycle condition translates into the commutativity of

for each $g, h \in G$, i.e. $\psi_{g h}=\psi_{h} \circ \sigma_{h}^{*} \psi_{g}$ (see also [23], pp. 30/31).
If $\mathcal{F}=\mathcal{O}_{X}$ and $\sigma$ is the trivial linearization of $\mathcal{O}_{X}, \psi_{g}$ is just the transposed homomorphism (see [9], I, 4.4.3, pg. 100) to the morphism $\tau_{g}^{\sharp}$ described in Remark 1.2.1.
The family consisting of all pairs $(\mathcal{F}, \psi)$ where $\mathcal{F}$ is a quasi-coherent $\mathcal{O}_{X}$-module and $\psi$ is a linearization of $\mathcal{F}$ builds a category whose morphisms are given by morphisms $\varphi: \mathcal{F} \rightarrow \mathcal{F}^{\prime}$ between $G$-linearized $\mathcal{O}_{X}$-modules which are compatible with the linearization, i.e. which make the diagram

commute, where $\phi^{\prime}$ is a $G$-linearization for $\mathcal{F}^{\prime}$. We denote this category by $\mathfrak{F}_{G}(X)$.

Proposition 2.1.3. Let $(G, X, Y)$ be a principal fibre bundle. Then the two categories $\mathfrak{F}_{\mathrm{dd}}(X, Y)$ and $\mathfrak{F}_{G}(X)$ are equivalent: to each descent datum on an $\mathcal{O}_{X}$-module $\mathcal{F}$ corresponds exactly a $G$-linearization of $\mathcal{F}$, and a morphism of $\mathcal{O}_{X}$-modules is compatible with the descent datum if and only if it is compatible with the corresponding linearization.

Proof: Let $f: G \times X \rightarrow X \times_{Y} X$ be the isomorphism cited above, and let $(\mathcal{F}, \phi) \in$ $\operatorname{Ob}\left(\mathfrak{F}_{\text {dd }}(X, Y)\right)$ be a quasi-coherent $\mathcal{O}_{X}$-module equipped with a descent datum. We prove first that $\psi:=f^{*} \phi$ is an isomorphism of sheaves on $G \times X$ which satisfies the condition for a linearization, and then that a morphism $\varphi: \mathcal{F} \rightarrow \mathcal{F}^{\prime}$ which is compatible with the descent datum $\phi$ is also compatible with the linearization $\psi$.
Since $f: G \times X \rightarrow X \times_{Y} X$ is an isomorphism, the morphism

$$
\begin{aligned}
g: G \times G \times X & \longrightarrow X \times_{Y} X \times_{Y} X \\
\left(g_{1}, g_{2}, x\right) & \longmapsto\left(g_{1} g_{2} x, g_{2} x, x\right)
\end{aligned}
$$

is an isomorphism, too. Consider the diagrams

where $p_{i j}$ resp. $p_{k}$ are the natural projections on the $(i, j)$-th resp. $k$-th factor $X \times_{Y} X$ resp. $X$. We want to determine morphisms

$$
r_{i j}: G \times G \times X \longrightarrow G \times X
$$

for $(i, j)=(1,2),(1,3),(2,3)$ resp. morphisms

$$
r_{k}: G \times X \longrightarrow X
$$

for $k=1,2$ which make the diagrams commutative for each pair $(i, j)$ as above and for $k=$ 1,2 . These are easily found: we set

$$
\begin{array}{rll}
r_{12}\left(g_{1}, g_{2}, x\right):=\left(g_{1}, g_{2} x\right) & , \text { i.e. } & r_{12}=\operatorname{Id}_{G} \times \sigma \\
r_{13}\left(g_{1}, g_{2}, x\right):=\left(g_{1} g_{2}, x\right) & \text {, i.e. } & r_{13}=\mu \times \operatorname{Id}_{X} \\
r_{23}\left(g_{1}, g_{2}, x\right):=\left(g_{2}, x\right) & \text {, i.e. } & r_{23}=q_{23}
\end{array}
$$

resp.

$$
\begin{array}{rll}
r_{1}(g, x):=g x & , & \text { i.e. }
\end{array} \quad r_{1}=\sigma .
$$

The commutativity of the diagrams (2.7) will allow us to prove all required relations for $\psi$. First of all, from the canonical isomorphisms

$$
f^{*} p_{1}^{*} \mathcal{F} \cong r_{1}^{*} \mathcal{F}=\sigma^{*} \mathcal{F}
$$

and

$$
f^{*} p_{2}^{*} \mathcal{F} \cong r_{2}^{*} \mathcal{F}=q_{2}^{*} \mathcal{F}
$$

it follows that

$$
\psi=f^{*} \phi: f^{*} p_{1}^{*} \mathcal{F} \longrightarrow f^{*} p_{2}^{*} \mathcal{F}
$$

defines in a natural way an isomorphism $\sigma^{*} \mathcal{F} \xrightarrow{\psi} q_{2}^{*} \mathcal{F}$; in order to show that $\psi$ is a linearization of $\mathcal{F}$, we apply the functor $g^{*}$ (inverse image of modules) to the commutative diagram (2.2), and we use the relations between the different morphisms given by (2.7). We get the commutative diagram


Now, if write out explicitely all morphisms $r_{i j}$ and $r_{k}$, we see immediately that this diagram is nothing else than (2.4). This means that $\psi$ is a linearization of $\mathcal{F}$.
If $\varphi: \mathcal{F} \rightarrow \mathcal{F}^{\prime}$ is a morphism of $\mathcal{O}_{X}$-modules which is compatible with descent data $\phi$ resp. $\phi^{\prime}$ for $\mathcal{F}$ resp. $\mathcal{F}^{\prime}$, applying the functor $f^{*}$ to the diagram (2.1) gives us the commutative diagram

which is exactly (2.6), since $f^{*} \phi=\psi, r_{1}=\sigma$ and $r_{2}=q_{2}$. This shows that $\varphi$ is also compatible with the linearization.
The proof works also the other way around; namely, if $(\mathcal{F}, \psi)$ is a $G$-linearized sheaf and if $h: X \times_{Y} X \rightarrow G \times X$ is the inverse isomorphism to $f$, one shows exactly as above (it is enough to reverse the vertical arrows in (2.7)) that $h^{*} \psi$ is a descent datum for $\mathcal{F}$, and that a morphism which is compatible with the linearizations is also compatible with the descent datum.
This proves that $\mathfrak{F}_{\mathrm{dd}}(X, Y)$ and $\mathfrak{F}_{G}(X)$ are equivalent categories.
Applying Theorem 2.1.2 here gives the result that the $G$-linearized bundles on $X$ are exactly those which "descend" to $Y$, i.e. we have the

Corollary 2.1.4. Let $(G, X, Y)$ be a principal bundle with projection morphism $\pi: X \rightarrow Y$. Then, a coherent $\mathcal{O}_{X}$-module $\mathcal{F}$ admits a $G$-linearization if and only if $\mathcal{F} \cong \pi^{*} \mathcal{G}$ for a quasicoherent $\mathcal{O}_{Y}$-module $\mathcal{G}$, and a morphism $\varphi$ between $G$-linearized $\mathcal{O}_{X}$-modules is compatible with the linearizations if and only if $\varphi=\pi^{*} \phi$ for a morphism $\phi$ between the corresponding $\mathcal{O}_{Y}$-modules.

As announced, we conclude this section with some more results on the faithfully flat morphisms. In particular, we are interested in those sheaf-theoretical properties which descend by means of such a map. The first one, which is maybe the most important for us, is the fact of being a vector bundle:

Lemma 2.1.5. Let $\pi: X \rightarrow Y$ be a faithfully flat morphism of varieties. Let $\mathcal{F}$ be a quasicoherent $\mathcal{O}_{Y}$-module. Then, $\mathcal{F}$ is locally free of rank $n$ if and only if $\pi^{*} \mathcal{F}$ is.

Proof: See [9], IV, Seconde Partie, Prop. (2.5.2)(iv), pg. 22.
The lemma implies, for instance, that it is possible to obtain invertible sheaves on $Y$ from invertible sheaves on $X$ by means of a descent datum.
Remark 2.1.2. Consider the category whose objects are invertible sheaves on $X$ equipped with a $G$-linearization, and whose morphisms are those which are compatible with the linearizations. Proposition 2.1.3 shows that, for a principal bundle ( $G, X, Y$ ), this category is equivalent to the category of invertible sheaves with a descent datum. If we denote by $\operatorname{Pic}^{G}(X)$ the group of isomorphic classes of $G$-linearized line bundles, descent theory shows that $\operatorname{Pic}(Y) \cong \operatorname{Pic}^{G}(X)$ (i.e. the linearized line bundles are those which descend to the quotient), as one could expect (see also [21], §1.3). Note that, since a line bundle might admit more than just one linearization, the natural map $\operatorname{Pic}^{G}(X) \rightarrow \operatorname{Pic}(X)$ is in general not injective. This means that we cannot consider $\operatorname{Pic}^{G}(X)$ as a subgroup of $\operatorname{Pic}(X)$. In [21], $\S 1.3$, a criterium is given for this map to be injective.
Now that we know that line bundles descend to line bundles, we could ask ourselves how well do ampleness and very ampleness behave with respect to to faithfully flat morphisms; the answer is given by the following

Lemma 2.1.6. Let $f: X \rightarrow Y$ be a faithfully flat morphism of varieties. Let $g: Z \rightarrow Y$ be another morphism of varieties. Consider the pull-back diagram


An invertible sheaf $\mathcal{L}$ on $Z$ is ample (resp. very ample) relatively to $g$ if and only if its inverse image on $Z \times_{Y} X$ is ample (resp. very ample) relatively to $g^{\prime}$.

Proof: See [9], IV, Seconde partie, Cor. (2.7.2), pg. 32.

### 2.2 Constructing sheaves on an associated bundle

We have already mentioned the fact that a variety $G_{L}(X)$ constructed out of a projective variety $X$ can be shown to be itself projective. In order to obtain this result, we have to construct a very ample invertible sheaf on $G_{L}(X)$. It is therefore of great importance for us to know how sheaves on $G_{L}(X)$ can be obtained. In this section, starting with a quasi-coherent sheaf $\mathscr{L}$ on an $L$-variety $X$, equipped with a linearization with respect to the action of the linear algebraic group $L$, we show how to construct a sheaf $G_{L}(\mathcal{L})$ on the associated bundle $G_{L}(X)$. If the sheaf $\mathcal{L}$ is locally free (i.e. a vector bundle over $X$ ), F. Knop and H. Lange in [14] solve the problem as follows: they consider $\mathcal{L}$ as a geometric vector bundle (i.e. a variety $V$ over $X$ with "linear coordinate change", see [12], Ex. 5.18, pg. 128) and they construct the associated bundle $G_{L}(V)$, which they show to be in a natural way a geometric vector bundle on $G_{L}(X)$. This amounts to take the quotient of $G \times V=p_{2}^{*} V$ by an action of $L$, where $p_{2}: G \times X \rightarrow X$ is the second projection.
Our approach here is slightly different (although fully equivalent, for vector bundles): we show that the inverse image $p_{2}^{*} \mathcal{L}$ on $G \times X$ of an $L$-linearized sheaf on $X$ admits in a natural way an $L$-linearization, and so that it "descends" naturally to a sheaf $G_{L}(\mathcal{L})$ on $G_{L}(X)$. In the next section we shall then show how to use $G_{L}(\mathcal{L})$ in order to construct a projective embedding of $G_{L}(X)$.

The core of this section is already contained in the next proposition, which is a direct application of the descent theory of the previous section.

Proposition 2.2.1. Let $G$ be a connected algebraic group, and $L$ its largest connected linear subgroup. Let $X$ be a quasiprojective L-variety, and $\mathcal{L}$ an L-linearized quasi-coherent sheaf on $X$. Denote by $q: G \times X \rightarrow G_{L}(X)$ the quotient map, and by $p_{2}: G \times X \rightarrow X$ the second projection. Then, there exists a quasi-coherent sheaf $G_{L}(\mathcal{L})$ on $G_{L}(X)$ such that

$$
q^{*} G_{L}(\mathcal{L}) \cong p_{2}^{*} \mathcal{L}
$$

Furthermore, let $\mathcal{M}$ be another L-linearized quasi-coherent sheaf on $X$, and $f: \mathcal{L} \rightarrow \mathcal{M}$ a morphism of sheaves, compatible with the linearizations. Then, there exists a morphism $G_{L}(f): G_{L}(\mathcal{L}) \rightarrow G_{L}(\mathcal{M})$ such that $q^{*} G_{L}(f) \cong p_{2}^{*} f$.

Proof: The morphism $q: G \times X \rightarrow G_{L}(X)$ is a strict descent morphism for the category of quasi-coherent sheaves on $G \times X$, since it is surjective and flat $\left(G \times X \rightarrow G_{L}(X)\right.$ is a principal fibre bundle, as shown in Theorem 1.3.4). Hence, in order to "descend" from $G \times X$ to $G_{L}(X)$ we shall need a descent datum, or, as we showed in the previous section, an $L$-linearization of $p_{2}^{*} \mathcal{L}$. Recall that $G_{L}(X)$ is the quotient of $G \times X$ by the action of $L$ given by

$$
\begin{aligned}
L \times G \times X & \longrightarrow G \times X \\
(l, g, x) & \longmapsto\left(g l^{-1}, l x\right) ;
\end{aligned}
$$

furthermore, the second projection

$$
p_{2}: G \times X \longrightarrow X
$$

is equivariant with respect to this action. Hence, the proposition follows from the more general lemma that we prove just below.

Lemma 2.2.2. Let $L$ be an algebraic group, and $f: Z \rightarrow X$ be an L-equivariant morphism between $L$-varieties. Let $\mathcal{L}$ be a quasicoherent sheaf on $X$ equipped with an $L$-linearization $\psi$. Then, the $\mathcal{O}_{Z}$-module $f^{*} \mathcal{L}$ admits in a natural way an L-linearization. Furthermore, a morphism $\varphi: \mathcal{L} \rightarrow \mathcal{M}$ between linearized sheaves which is compatible with the linearizations pulls back to a morphism $f^{*} \varphi$ which is compatible with the corresponding linearizations for $f^{*} \mathcal{L}$ and $f^{*} \mathcal{M}$.

Proof: Let us denote by

$$
\sigma: L \times X \longrightarrow X
$$

and

$$
\mu: L \times Z \longrightarrow Z
$$

the actions of $L$ on $X$ and $Z$ respectively. The equivariance of $f$ is then expressed by the relation

$$
f \circ \mu=\sigma \circ\left(\operatorname{Id}_{\mathrm{L}} \times f\right): L \times Z \longrightarrow X
$$

where $\mathrm{Id}_{L}$ is the identity map on $L$. We want to show that the isomorphism of sheaves on $L \times Z$ given by

$$
\bar{\psi}:=\left(\operatorname{Id}_{\mathrm{L}} \times f\right)^{*} \psi:\left(\operatorname{Id}_{\mathrm{L}} \times f\right)^{*} \sigma^{*} \mathcal{L}=\mu^{*}\left(f^{*} \mathcal{L}\right) \xrightarrow{\sim} q_{2}^{*}\left(f^{*} \mathcal{L}\right)=\left(\operatorname{Id}_{\mathrm{L}} \times f\right)^{*} p_{2}^{*} \mathcal{L}
$$

is a linearization of $f^{*} \mathcal{L}$ (where $q_{2}: L \times Z \rightarrow Z$ is the projection on the second factor and we denote by " $=$ " the canonical isomorphisms). In order to do this, we have to show that it satisfies the cocycle condition, which in this case amounts to the relation

$$
\left(m \times \mathrm{Id}_{\mathrm{Z}}\right)^{*} \bar{\psi}=q_{23}^{*} \bar{\psi} \circ\left(\mathrm{Id}_{\mathrm{L}} \times \mu\right)^{*} \bar{\psi}
$$

(where $q_{23}: L \times L \times Z \rightarrow L \times Z$ is the projection on the second and third factors, $m$ : $L \times L \rightarrow L$ is the product morphism on $L$ and $\operatorname{Id}_{Z}$ is the identity map on $Z$ ). But straightforward calculations show that

$$
\begin{aligned}
\left(m \times \mathrm{Id}_{\mathrm{Z}}\right)^{*} \bar{\psi} & =\left(\mathrm{Id}_{\mathrm{L}} \times \mathrm{Id}_{\mathrm{L}} \times f\right)^{*}\left(m \times \mathrm{Id}_{\mathrm{X}}\right)^{*} \psi \\
q_{23}^{*} \bar{\psi} & =\left(\mathrm{Id}_{\mathrm{L}} \times \mathrm{Id}_{\mathrm{L}} \times f\right)^{*} p_{23}^{*} \psi \\
\left(\mathrm{Id}_{\mathrm{L}} \times \mu\right)^{*} \bar{\psi} & =\left(\mathrm{Id}_{\mathrm{L}} \times \mathrm{Id}_{\mathrm{L}} \times f\right)^{*}\left(\mathrm{Id}_{\mathrm{L}} \times \sigma\right)^{*} \psi
\end{aligned}
$$

(where $p_{23}: L \times L \times X \rightarrow \underline{L} \times X$ is the projection on the second and third factors), and so that the cocycle condition for $\bar{\psi}$ follows from the cocycle condition for $\psi$ by functoriality.
Now let $\mathcal{L}$ and $\mathcal{M}$ be $L$-linearized quasi-coherent sheaves on $X$, and $\bar{\psi}_{\mathcal{L}}$ resp. $\bar{\psi}_{\mathcal{M}}$ be linearizations for $f^{*} \mathscr{L}$ resp. $f^{*} \mathcal{M}$ as above. Then, the sheaf morphism $f^{*} \varphi: f^{*} \mathcal{L} \rightarrow f^{*} \mathcal{M}$ is compatible with the linearization if and only if the square diagram

is commutative. But this follows by functoriality from the corresponding diagram for the morphism $\varphi$, together with the relations $\mu^{*} f^{*}=\left(\operatorname{Id}_{L} \times f\right)^{*} \sigma^{*}$ and $q_{2}^{*} f^{*}=\left(\operatorname{Id}_{L} \times f\right)^{*} p_{2}^{*}$.

The map $G_{L}(\cdot)$ admits also a functorial interpretation:
Corollary 2.2.3. Let the notations be as in Prop. 2.2.1. Then, the map $\mathfrak{L} \mapsto G_{L}(\mathcal{L})$ is an exact (covariant) functor between the category of L-linearized, quasi-coherent sheaves on $X$ and the category of quasi-coherent sheaves on $G_{L}(X)$. Furthermore, if $\mathcal{L}$ and $\mathcal{M}$ are L-linearized, quasi-coherent sheaves on $X, \mathcal{L} \otimes \mathcal{M}$ is linearized in a natural way, and

$$
G_{L}\left(\mathcal{L} \otimes_{\mathcal{O}_{X}} \mathcal{M}\right) \cong G_{L}(\mathcal{L}) \otimes_{\mathcal{O}_{G_{L}(X)}} G_{L}(\mathcal{M})
$$

Proof: Let $f: \mathscr{L}_{1} \rightarrow \mathscr{L}_{2}$ and $g: \mathscr{L}_{2} \rightarrow \mathscr{L}_{3}$ be morphisms between $L$-linearized $\mathcal{O}_{X}$-modules which are compatible with the linearizations. Then, the same holds for $g \circ f: \mathcal{L}_{1} \rightarrow \mathcal{L}_{3}$, and from $p_{2}^{*}(g \circ f)=p_{2}^{*} g \circ p_{2}^{*} f$ it follows that $G_{L}(g \circ f)=G_{L}(g) \circ G_{L}(f)$.
Now let

$$
0 \longrightarrow \mathcal{L} \xrightarrow{\varphi} \mathcal{L}^{\prime} \xrightarrow{\varphi^{\prime}} \mathcal{L}^{\prime \prime} \longrightarrow 0
$$

be an exact sequence of $L$-linearized, quasi-coherent sheaves on $X$; since the second projection $p_{2}: G \times X \rightarrow X$ is a flat morphism, this induces an exact sequence

$$
0 \longrightarrow p_{2}^{*} \mathcal{L} \xrightarrow{p_{2}^{*} \varphi} p_{2}^{*} \mathcal{L}^{\prime} \xrightarrow{p_{2}^{*} \varphi^{\prime}} p_{2}^{*} \mathcal{L}^{\prime \prime} \longrightarrow 0
$$

of $L$-linearized sheaves and $L$-morphisms on $G \times X$. Now, since taking inverse images with respect to $q: G \times X \rightarrow G_{L}(X)$ defines an equivalence of categories between quasi-coherent sheaves on $G_{L}(X)$ and $L$-linearized, quasi-coherent sheaves on $G \times X$, there are sheaves $G_{L}(\mathcal{L}), G_{L}\left(\mathcal{L}^{\prime}\right)$ and $G_{L}\left(\mathcal{L}^{\prime \prime}\right)$ on $G_{L}(X)$ with $q^{*} G_{L}(\mathcal{L}) \cong p_{2}^{*} \mathcal{L}, q^{*} G_{L}\left(\mathcal{L}^{\prime}\right) \cong p_{2}^{*} \mathcal{L}^{\prime}$ and $q^{*} G_{L}\left(\mathcal{L}^{\prime \prime}\right) \cong p_{2}^{*} \mathcal{L}^{\prime \prime}$ and an exact sequence

$$
0 \longrightarrow G_{L}(\mathcal{L}) \xrightarrow{G_{L}(\varphi)} G_{L}\left(\mathscr{L}^{\prime}\right) \xrightarrow{G_{L}\left(\varphi^{\prime}\right)} G_{L}\left(\mathcal{L}^{\prime \prime}\right) \longrightarrow 0
$$

on $X$.
Finally, let $\mathcal{L}$ and $\mathcal{M}$ be quasicoherent $\mathcal{O}_{X}$-modules, with linearizations $\psi_{\mathcal{L}}$ resp. $\psi_{\mathcal{M}}$. A natural linearization for $\mathcal{L} \otimes \mathcal{M}$ is then given by

$$
\psi_{\mathcal{L}} \otimes \psi_{\mathcal{M}}: \sigma^{*} \mathcal{L} \otimes \sigma^{*} \mathcal{M}=\sigma^{*}(\mathcal{L} \otimes \mathcal{M}) \longrightarrow p_{2}^{*}(\mathcal{L} \otimes \mathcal{M})=p_{2}^{*} \mathcal{L} \otimes p_{2}^{*} \mathcal{M}
$$

The last claim then follows, since $q^{*} G(\mathcal{L} \otimes \mathcal{M}) \cong p_{2}^{*}(\mathcal{L} \otimes \mathcal{M})$ and $q^{*}\left(G_{L}(\mathcal{L}) \otimes G_{L}(\mathcal{M})\right)=$ $q^{*} G_{L}(\mathcal{L}) \otimes q^{*} G_{L}(\mathcal{M}) \cong p_{2}^{*} \mathcal{L} \otimes p_{2}^{*} \mathcal{M}$, both compatibly with the linearizations, and $p_{2}^{*}(\mathcal{L} \otimes \mathcal{M})$ is canonically isomorphic to $p_{2}^{*} \mathcal{L} \otimes p_{2}^{*} \mathcal{M}$.

A consequence of the exactness of the functor $G_{L}(\cdot)$ is that, for a quotient $\mathcal{L}_{1} / \mathcal{L}_{2}$ of $L$ linearized sheaves, one has $G_{L}\left(\mathscr{L}_{1} / \mathscr{L}_{2}\right) \cong G_{L}\left(\mathscr{L}_{1}\right) / G_{L}\left(\mathscr{L}_{2}\right)$. In particular, if an $L$-linearized sheaf $\mathcal{L}$ is generated by its global sections, it is a quotient of the free sheaf $\mathcal{O}_{X}^{\oplus n}$ (see [12], pg. 121), which carries in a natural way a linearization. Followingly, $G_{L}(\mathcal{L})$ is a quotient of the free sheaf $\mathcal{O}_{G_{L}(X)}^{\oplus n}$, and so generated by its global sections.

Let $V$ be a vector space over $k$. Then, via the functor $V \mapsto V^{\sim}$ (which is an equivalence of categories, see [12], pp. 110 and ff.), $V$ gives rise in a natural way to a vector bundle over $\operatorname{Spec}(k)$. We let $L$ act trivially on $\operatorname{Spec}(k)$, and we consider a linearization $\psi$ of $V^{\sim}$. Then, for each $\ell \in L$, to the automorphism $\psi_{\ell}: V^{\sim} \rightarrow V^{\sim}$ of $\mathcal{O}_{\operatorname{Spec}(k) \text {-modules corresponds in a unique }}$ way an automorphism $\sigma(\ell): V \rightarrow V$ of $k$-vector spaces. The commutative diagram (2.5), pg. 38 translates then into the diagram

(recall that the transition from $V$ to $V^{\sim}$ is contravariant, so that we have to reverse the arrows). This means that the rule $(\ell, x) \mapsto \sigma(\ell) x$ defines a linear action of $L$ on $V$. Hence, a linearization of $V^{\sim}$ is equivalent to a linear representation of $V$.
For such a vector bundle $V^{\sim}$, the associated bundle $G_{L}\left(V^{\sim}\right)$ is a sheaf on $G_{L}(\operatorname{Spec}(k))$, which is canonically identified with $A$. This shows how it is possible to produce vector bundles on the abelian variety $A$ out of linear representations of $L$.

The following proposition illustrates the meaning of the vector bundles constructed out of the representation of $L$ in the cohomology of an $L$-linearized invertible sheaf (as in [5], Beispiel 4, pg. 180 and [14], Prop. 1.8, pg. 558):

Proposition 2.2.4. Let $X$ be a projective L-variety, and $\mathscr{L}$ an L-linearized invertible sheaf on $X$. Denote as usual by $p: G_{L}(X) \rightarrow A$ the projection. Then, there is a natural isomorphism

$$
\begin{equation*}
R^{i} p_{*} G_{L}(\mathcal{L}) \cong G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right) \tag{2.8}
\end{equation*}
$$

of vector bundles on A. In particular, for $i=0$,

$$
p_{*} G_{L}(\mathcal{L}) \cong G_{L}\left(H^{0}(X, \mathcal{L})^{\sim}\right)
$$

Hence, the direct image of $G_{L}(\mathcal{L})$ on the abelian variety $A$ is a vector bundle of rank equal to $\operatorname{dim}\left(H^{0}(X, \mathcal{L})\right)$.

Proof: We show that both sides of (2.8) pull back under the natural projection $\pi: G \rightarrow A$ to the same $L$-linearized vector bundle on $G$. The claim then follows from the theory of faithfully flat descent, since $(L, G, A)$ is a principal fibre bundle.
Let us consider first the right-hand side of (2.8): we see immediately, from the definition of $G_{L}(\cdot)$, that

$$
\pi^{*}\left(G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right)\right) \cong \operatorname{pr}_{2}^{*} H^{i}(X, \mathcal{L})^{\sim}
$$

where $p r_{2}: G \times \operatorname{Spec}(k) \rightarrow \operatorname{Spec}(k)$ is the second projection. Now, since under the canonical identification $G \times \operatorname{Spec}(k) \xrightarrow{\sim} G$ the map $p r_{2}$ coincides with the structure morphism $\varphi_{G}$ of $G$ over $\operatorname{Spec}(k)$, it follows that

$$
\pi^{*}\left(G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right)\right) \cong \varphi_{G}^{*} H^{i}(X, \mathcal{L})^{\sim}
$$

i.e. that $G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right)$ pulls back to the trivial $H^{i}(X, \mathscr{L})$-bundle over $G$ together with the $L$-linearization induced by the action of $L$ on the cohomology. In order to deal with the left-hand side, we consider the square

together with [12], Prop. 9.3, pg. 255 ("cohomology commutes with flat base change"), it shows that there is a natural isomorphism

$$
\pi^{*} R^{i} p_{*} G_{L}(\mathcal{L}) \cong R^{i} p_{1 *}\left(q^{*} G_{L}(\mathcal{L})\right)
$$

Now, since $q^{*} G_{L}(\mathcal{L}) \cong p_{2}^{*} \mathcal{L}$ by definition of $G_{L}(\cdot)$, where $p_{2}: G \times X \rightarrow X$ is the second projection, we get

$$
R^{i} p_{1_{*}}\left(q^{*} G_{L}(\mathcal{L})\right) \cong R^{i} p_{1_{*}}\left(p_{2}^{*} \mathcal{L}\right)
$$

by another application of [12], Prop. 9.3, this time to the square

we obtain the relation

$$
\pi^{*} R^{i} p_{*} G_{L}(\mathcal{L}) \cong \varphi_{G}^{*}\left(R^{i} \varphi_{X *} \mathcal{L}\right)=\varphi_{G}^{*} H^{i}(X, \mathcal{L})^{\sim}
$$

This shows that both $\pi^{*} R^{i} p_{*} G_{L}(\mathcal{L})$ and $\pi^{*} G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right)$ amount to the same $L$-linearized (trivial) vector bundle on $G$, and with that the proof is concluded.

Remark 2.2.1. Proposition 2.2 .4 can be restated in terms of the functor $G_{L}(\cdot)$ : recalling that $p=G_{L}\left(\varphi_{X}\right),(2.8)$ translates into

$$
R^{i} G_{L}\left(\varphi_{X}\right)_{*} G_{L}(\mathcal{L}) \cong G_{L}\left(R^{i} \varphi_{X *} \mathcal{L}\right)
$$

### 2.3 Ample and very ample line bundles

The aim of this section will be the study of sheaf-theoretical properties of a line bundle $G_{L}(\mathcal{L})$ constructed as above out of an $L$-linearized line bundle on the $L$-variety $X$. In particular, we shall show how to obtain ample and very ample line bundles on the variety $G_{L}(X)$ out of it. We shall begin with some ineffective results, obtained from general facts in algebraic geometry, and then improve them using the methods of [5].

Let us briefly recall some definitions. Let $q: X \rightarrow Y$ be a morphism of varieties, and $\mathcal{L}$ an invertible sheaf on $X$. The sheaf $\mathscr{L}$ is said to be very ample with respect to $q$ (or very ample over $Y$ ), if there exist a quasi-coherent $\mathcal{O}_{Y}$-module $\xi$ and an immersion $i: X \hookrightarrow \mathbb{P}(\xi)$ over $Y$ such that $\mathcal{L}$ is isomorphic to $i^{*} \mathcal{O}_{\mathbb{P}(\xi)}(1)$. The sheaf $\mathcal{L}$ is said to be ample with respect to $q$ (or ample over $Y$ ) if $\mathcal{L}^{\otimes n}$ is very ample with respect to $q$ for some positive integer $n$. This definition of relative very ampleness, taken from EGA (see [9], II, pg. 79), is not equivalent to the one that can be found in Hartshorne's book ([12], pg. 120), which requires $\xi=\mathcal{O}_{Y}^{\oplus n}$ for some $n$ (i.e. $\mathbb{P}(\xi)=\mathbb{P}_{Y}^{n}$ ). Here we must adopt Grothendieck's technically more complicated definition in order to be able to apply his results from [9], IV and [10] (which would not be available otherwise). Note that Hartshorne's and Grothendieck's notions of "very ample over $k$ " coincide, since a quasi-coherent $\mathcal{O}_{\text {Speck }}$-module $\xi$ corresponds to a $k$-vector space, and so $\mathbb{P}(\xi) \cong \mathbb{P}_{k}^{n}$ for some $n$.
The following technical result will be useful later:
Lemma 2.3.1. Let $q: X \rightarrow Y$ be a morphism of varieties, and $\mathcal{L}$ an invertible sheaf on $X$, very ample with respect to $q$. Then, $q_{*} \mathcal{L}$ is a quasi-coherent $\mathcal{O}_{Y}$-module and there exists a closed immersion $i: X \hookrightarrow \mathbb{P}\left(q_{*} \mathcal{L}\right)$ over $Y$ such that $\mathcal{L} \cong i^{*} \mathcal{O}_{\mathbb{P}\left(q_{*} \mathcal{L}\right)}(1)$.

Proof: See [9], II, pp. 79-80.

The lemma states that (in our case of varieties) very ampleness can be defined by means of the sheaf $\xi=q_{*} \mathcal{L}$.

We are now ready to state the first result of this section. Our notations are the same as in the previous one: $G$ is a connected algebraic group, $L$ its largest linear and connected algebraic subgroup, $A$ the abelian variety $G / L$ and $G_{L}(X)$ resp. $G_{L}(\mathcal{L})$ the fibre bundle over $A$ associated to an $L$-variety $X$ resp. the line bundle on $G_{L}(X)$ associated to an $L$-linearized line bundle $\mathcal{L}$ on $X$.

Lemma 2.3.2. Assume that $\mathcal{L}$ is ample (resp. very ample) on $X$. Then, the line bundle $G_{L}(\mathcal{L})$ is relatively ample (resp. relatively very ample) with respect to the natural projection $p$ : $G_{L}(X) \rightarrow A$.
Proof: Let $\mathcal{L}$ be ample on $X$, i.e. ample relatively to the structure morphism $X \rightarrow \operatorname{Spec}(k)$. Since relative ampleness is stable under base change (see [9], Vol. II, Prop. (4.6.13)(iii), pg. 91), it follows that $p_{2}^{*} \mathcal{L}$ is ample relatively to $p_{1}: G \times X \rightarrow G$. From Lemma 2.1.6, together with the cartesian diagram

it follows that $G_{L}(\mathcal{L})$ is ample relatively to $p: G_{L}(X) \rightarrow A$. If $\mathcal{L}$ is very ample, the proof is the same, with [9], Vol. II, Prop. (4.4.10) instead of [9], Vol. II, Prop. (4.6.13).

The lemma shows that, in general, the line bundle $G_{L}(\mathcal{L})$ is not enough for a projective embedding of $G_{L}(X)$, since it is only very ample over $A$. In order to get a very ample line bundle, we have to consider sheaves of the type $p^{*} \mathcal{L}_{0} \otimes G_{L}(\mathcal{L})$, where $\mathscr{L}_{0}$ is a sheaf on $A$. That is, we shall consider the map

$$
\begin{aligned}
\operatorname{Pic}(A) \times \operatorname{Pic}^{L}(X) & \longrightarrow \operatorname{Pic}\left(G_{L}(X)\right) \\
\left(\mathscr{L}_{0}, \mathscr{L}\right) & \longmapsto p^{*} \mathscr{L}_{0} \otimes G_{L}(\mathcal{L})
\end{aligned}
$$

## Lemma 2.3.3.

1. Let $\mathscr{L}_{0}$ be ample on $A$, and let $\mathcal{L}$ be ample on $X$. Then, there is a natural number $n_{0}$ such that

$$
p^{*} \mathscr{L}_{0}^{\otimes n} \otimes G_{L}(\mathcal{L})
$$

is ample on $G_{L}(X)$ for all $n \geq n_{0}$.
2. Let $\mathcal{L}_{0}$ be very ample on $A$, and let $\mathcal{L}$ be very ample on $X$. Then, there is a natural number $n_{0}$ such that

$$
p^{*} \mathscr{L}_{0}^{\otimes n} \otimes G_{L}(\mathcal{L})
$$

is very ample on $G_{L}(X)$ for all $n \geq n_{0}$.

## Proof:

1. Since $G_{L}(\mathcal{L})$ is ample relatively to $p: G_{L}(X) \rightarrow A$, it follows from [9], Vol. II, Prop. (4.6.13)(ii), pg. 91 that $p^{*} \mathcal{L}_{0}^{\otimes n} \otimes G_{L}(\mathcal{L})$ is ample relatively to $\operatorname{Spec}(k)$, i.e. ample, if $n$ is large enough.
2. The statement is again a consequence of Lemma 2.3.2, together with [9], Vol. II, Prop. (4.4.10).

Lemma 2.3.3 is enough in order to show that $G_{L}(X)$ is a projective variety, if $X$ is projective and $\mathcal{L}$ is an ample, $L$-linearized bundle. But it does not give any information on $n_{0}$ : our next aim is to show that this number can be chosen to be equal to one. This is proven for commutative algebraic groups in [5], but the commutativity does not play a special role in the proof. The idea is to embed $G_{L}(X)$ in the projective space bundle $\mathbb{P}(\mathcal{F})$, where $\mathcal{F}$ is the direct image of $G_{L}(\mathcal{L})$ on the abelian variety $A$, and to use the properties of $\mathcal{F}$ to construct a very ample line bundle on $\mathbb{P}(\mathcal{F})$.
We begin by recalling some definitions. A vector bundle $\mathcal{V}$ on an abelian variety $A$ is said to be homogeneous, if $T_{x}^{*} \mathcal{V} \cong \mathcal{V}$ for all $x \in A$. In particular, $\operatorname{Pic}^{0}(A)$ consists of the homogeneous line bundles (see [21]). A vector bundle $\mathcal{U}$ is said to be unipotent, if it admits a filtration

$$
0=u_{0} \subset u_{1} \subset \ldots \subset u_{n}=u
$$

such that $U_{i} / U_{i-1} \cong \mathcal{O}_{A}$ for $i=1, \ldots, n$ (clearly, $n=\operatorname{rank}(\mathcal{U})$ ). We will denote by $\mathrm{U}(A)$ the set of all unipotent vector bundles on $A$.
All homogeneous vector bundles on an abelian variety can be constructed out of homogeneous line bundles and unipotent vector bundles as follows:

Theorem 2.3.4 (Matsushima, Morimoto, Miyanishi, Mukai). Let $\mathcal{V}$ be a vector bundle on an abelian variety $A$. Then, the following conditions are equivalent:

1. $\mathcal{V}$ is homogeneous ;
2. there exist line bundles $\mathscr{P}_{i}$ in $\mathrm{Pic}^{0}(A)$ and vector bundles $\mathcal{U}_{i} \in \mathrm{U}(A), i=1, \ldots, m$ such that

$$
\mathcal{V} \cong \bigoplus_{i=1}^{m}\left(\mathscr{P}_{i} \otimes U_{i}\right)
$$

Proof: See [20], Thm. 4.17, pg. 256.

Remark 2.3.1. Keeping the notation of the theorem, it is clear that

$$
\operatorname{rank}(\mathcal{V})=\sum_{i=1}^{m} \operatorname{rank}\left(U_{i}\right)
$$

By the following proposition, Theorem 2.3.4 applies to the vector bundle $p_{*} G_{L}(\mathcal{L})$ :
Proposition 2.3.5. Let $\mathcal{L}$ be an L-linearized, invertible sheaf on the projective $L$-variety $X$. Then the vector bundle $p_{*} G_{L}(\mathcal{L})$ on $A$ is homogeneous.

Proof: Let $T_{x}: A \rightarrow A$ denote translation on the abelian variety $A$ by $x \in A$. Our aim is to show that $T_{x}^{*} p_{*} G_{L}(\mathcal{L}) \cong p_{*} G_{L}(\mathcal{L})$ for all $x \in A$.
First of all, let us fix some notations. Denote by $\tau_{g}: G \rightarrow G$ left translation on $G$ by an element $g$; this map induces the translation map $\tau_{g}^{G \times X}:=\tau_{g} \times \operatorname{Id}_{X}: G \times X \rightarrow G \times X$, which is compatible with the action of $L$, and so a map $\tau_{g}^{G_{L}(X)}: G_{L}(X) \rightarrow G_{L}(X)$ : the commutative square

shows that the relation

$$
\begin{equation*}
\tau_{g}^{G_{L}(X)} \circ q=q \circ \tau_{g}^{G \times X} \tag{2.9}
\end{equation*}
$$

holds, where $q: G \times X \rightarrow G_{L}(X)$ denotes the quotient map. Consider furthermore the commutative diagram

the morphisms

$$
T_{\pi(g)} \circ p: G_{L}(X) \longrightarrow A
$$

and

$$
p \circ \tau_{g}^{G_{L}(X)}: G_{L}(X) \longrightarrow A
$$

pull back by means of $q: G \times X \rightarrow G_{L}(X)$ to the same $L$-equivariant morphism $G \times X \rightarrow A$ :

$$
\begin{aligned}
\left(T_{\pi(g)} \circ p\right) \circ q & =T_{\pi(g)} \circ\left(\pi \circ p_{1}\right)=\left(\pi \circ p_{1}\right) \circ \tau_{g}^{G \times X}= \\
& =p \circ\left(q \circ \tau_{g}^{G \times X}\right)=\left(p \circ \tau_{g}^{G_{L}(X)}\right) \circ q
\end{aligned}
$$

and by the universal property of the quotient $G \times X \rightarrow G_{L}(X)$ it follows that they are the same: we get the relation

$$
\begin{equation*}
T_{\pi(g)} \circ p=p \circ \tau_{g}^{G_{L}(X)} \tag{2.10}
\end{equation*}
$$

Let $\mathcal{L}$ be as above, and $\mathcal{L}^{\prime}:=p_{2}^{*} \mathcal{L}$ be its inverse image on $G \times X$, with the natural linearization obtained out of the $L$-linearization of $\mathcal{L}$ as in Prop. 2.2.1. As we have already seen, there is a natural isomorphism

$$
\begin{equation*}
\mathcal{L}^{\prime} \cong q^{*} G_{L}(\mathcal{L}) \tag{2.11}
\end{equation*}
$$

of $L$-linearized bundles on $G \times X$. This gives rise, by means of Lemma 2.2.2, to an isomorphism

$$
\begin{equation*}
\left(\tau_{g}^{G \times X}\right)^{*} \mathcal{L}^{\prime} \cong\left(\tau_{g}^{G \times X}\right)^{*} q^{*} G_{L}(\mathcal{L}) \tag{2.12}
\end{equation*}
$$

again compatibly with linearizations. Since $p_{2} \circ \tau_{g}^{G \times X}=p_{2}$, the left-hand side of (2.12) becomes

$$
\left(\tau_{g}^{G \times X}\right)^{*} \mathcal{L}^{\prime} \cong\left(\tau_{g}^{G \times X}\right)^{*} p_{2}^{*} \mathcal{L} \cong p_{2}^{*} \mathcal{L}=\mathcal{L}^{\prime}
$$

canonically, and so it is $L$-isomorphic to $q^{*} G_{L}(\mathcal{L})$ by (2.11). Furthermore, an application of (2.9) to the right-hand side of (2.12) yields the canonical homomorphism

$$
\left(\tau_{g}^{G \times X}\right)^{*} q^{*} G_{L}(\mathcal{L}) \cong q^{*}\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L})
$$

so that (2.12) becomes an isomorphism

$$
q^{*} G_{L}(\mathcal{L}) \cong q^{*}\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L})
$$

of $L$-linearized sheaves on $G \times X$, which descends in a natural way to to an isomorphism

$$
\begin{equation*}
G_{L}(\mathcal{L}) \cong\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L}) \tag{2.13}
\end{equation*}
$$

Let us now consider the relation (2.10): it amounts to the commutativity of the square


From the relation (2.13), we get $p_{*}\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L}) \cong p_{*} G_{L}(\mathcal{L})$. Proposition 9.3, pg. 255 of [12] states that the higher direct image functor $R^{i} p_{*}$ commutes with a flat morphism of the base; in particular, since the direct image functor $p_{*}$ coincides with $R^{0} p_{*}$, it follows from the commutative square (2.14) that

$$
p_{*}\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L}) \cong T_{\pi(g)}^{*} p_{*} G_{L}(\mathcal{L})
$$

holds, and so that

$$
T_{\pi(g)}^{*} p_{*} G_{L}(\mathcal{L}) \cong p_{*} G_{L}(\mathcal{L})
$$

holds for all $g \in G$; since $\pi: G \rightarrow A$ is surjective, this has the consequence that

$$
T_{x}^{*} p_{*} G_{L}(\mathcal{L}) \cong p_{*} G_{L}(\mathcal{L})
$$

for all $x \in A$, i.e. $p_{*} G_{L}(\mathscr{L})$ is homogeneous.
Together with Theorem 2.3.4, the lemma gives an additive decomposition

$$
p_{*} G_{L}(\mathcal{L}) \cong \bigoplus_{i}\left(\mathcal{P}_{i} \otimes \mathcal{W}_{i}\right) \quad, \quad \mathcal{P}_{i} \in \operatorname{Pic}^{0}(A) \quad, \quad \mathcal{W}_{i} \in \mathrm{U}(A)
$$

This fact can be restated as follows (see also [14], §1 and [5], §II.1):
Corollary 2.3.6. Let $\mathscr{L}$ be an L-linearized line bundle on the projective $L$-variety $X$. Then, the vector bundle $p_{*} G_{L}(\mathcal{L})$ on $A$ admits a filtration

$$
\begin{equation*}
\{0\}=\mathcal{F}_{0} \subset \mathcal{F}_{1} \subset \ldots \subset \mathcal{F}_{n}=p_{*} G_{L}(\mathscr{L}) \quad, \quad n=\operatorname{dim} H^{0}(X, \mathscr{L}) \tag{2.15}
\end{equation*}
$$

such that $\mathcal{F}_{i} / \mathcal{F}_{i-1} \in \operatorname{Pic}^{0}(A), i=1, \ldots, n$.
Proof: We write again

$$
p_{*} G_{L}(\mathcal{L})=\bigoplus_{i=1}^{m}\left(\mathcal{P}_{i} \otimes \mathcal{W}_{i}\right)
$$

with $\mathcal{P}_{i} \in \operatorname{Pic}^{0}(A)$ and $\mathcal{W}_{i}$ unipotent, $i=1, \ldots, m$. To the $\mathcal{W}_{i}$ belong filtrations

$$
\{0\}=\mathcal{W}_{i}^{(0)} \subset \mathcal{W}_{i}^{(1)} \subset \ldots \subset \mathcal{W}_{i}^{\left(n_{i}\right)}=\mathcal{W}_{i}
$$

such that $\mathcal{W}_{i}^{(j+1)} / \mathcal{W}_{i}^{(j)} \cong \mathcal{O}_{A}, j=1, \ldots, n_{i}, i=1, \ldots, m$.
Consider the filtration given by

$$
\begin{aligned}
\{0\}=\mathcal{P}_{1} \otimes \mathcal{W}_{1}^{(0)} \subset \mathcal{P}_{1} \otimes \mathcal{W}_{1}^{(1)} \subset & \ldots \subset \mathcal{P}_{1} \otimes \mathfrak{W}_{1}^{\left(n_{1}\right)}=\mathcal{P}_{1} \otimes \mathcal{W}_{1} \subset \\
\subset\left(\mathcal{P}_{1} \otimes \mathcal{W}_{1}\right) \oplus\left(\mathcal{P}_{2} \otimes \mathfrak{W}_{2}^{(0)}\right) \subset & \ldots \subset\left(\mathcal{P}_{1} \otimes \mathfrak{W}_{1}\right) \oplus\left(\mathcal{P}_{2} \otimes \mathfrak{W}_{2}^{\left(n_{2}\right)}\right) \subset \ldots \\
& \ldots \subset \bigoplus_{i=1}^{m}\left(\mathcal{P}_{i} \otimes \mathcal{W}_{i}\right)=p_{*} G_{L}(\mathcal{L})
\end{aligned}
$$

It has the properties stated in the corollary, since the quotient of two successive terms is isomorphic to some $\mathscr{P}_{j}$, and therefore it lies in $\operatorname{Pic}^{0}(A)$.
The fact that $n=\operatorname{dim} H^{0}(X, \mathcal{L})$ follows from Proposition 2.2.4.

Remark 2.3.2. Assuming $L$ solvable, we could have recovered the filtration from an application of the Lie-Kolchin Theorem to the representation of $L$ on $H^{0}(X, \mathcal{L})$, and using the functorial properties of $G_{L}(\cdot)$ as in [14], Prop. 1.9, since $p_{*} G_{L}(\mathcal{L}) \cong G_{L}\left(H^{0}(X, \mathcal{L})^{\sim}\right)$.
The filtration in Corollary 2.3.6 is required in order to apply the following, crucial result from [5]:

Lemma 2.3.7 (Faltings-Wüstholz). Let A be an abelian variety, and let $\mathcal{F}$ be a vector bundle on $A$, such that there is a filtration

$$
\{0\}=\mathcal{F}_{0} \subset \mathcal{F}_{1} \subset \ldots \subset \mathcal{F}_{r}=\mathcal{F}
$$

with $\mathcal{F}_{i} / \mathcal{F}_{i-1} \in \operatorname{Pic}^{0}(A)$ for $i=1, \ldots, r$. Then, if $\mathcal{L}_{0}$ is a very ample line bundle on $A$, the line bundle $\mathcal{M}=q^{*} \mathscr{L}_{0} \otimes \mathcal{O}(1)$ is very ample on the projective space bundle $\mathbb{P}(\mathcal{F})$, where $q: \mathbb{P}(\mathcal{F}) \rightarrow A$ denotes the canonical projection.

Proof: See [5], Lemma 2, pg. 183.
At this point, we have collected all elements for the proof of the announced strengthening of Lemma 2.3.3:

Theorem 2.3.8. Let

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

be an extension of an abelian variety with a connected linear algebraic group. Let $X$ be a projective L-variety and $\mathcal{L}$ an L-linearized, very ample line bundle on $X$. Let $\mathscr{L}_{0}$ be a very ample line bundle on A. Then, the line bundle

$$
p^{*} \mathcal{L}_{0} \otimes G_{L}(\mathcal{L})
$$

is very ample on $G_{L}(X)$.
Proof: Lemma 2.3.2 shows that $G_{L}(\mathcal{L})$ is very ample with respect to the map $p: G_{L}(X) \rightarrow A$. With Lemma 2.3.1 it follows that there is a natural immersion

$$
i: G_{L}(X) \hookrightarrow \mathbb{P}\left(p_{*} G_{L}(\mathcal{L})\right)
$$

over $A$ such that

$$
i^{*} \mathcal{O}_{\mathbb{P}\left(p_{*} G_{L}(\mathcal{L})\right)}(1) \cong G_{L}(\mathcal{L})
$$

Lemma 2.3.7 and Corollary 2.3.6 show that the line bundle

$$
\mathcal{M}:=q^{*} \mathscr{L}_{0} \otimes \mathcal{O}(1)
$$

(where $q: \mathbb{P}\left(p_{*} G_{L}(\mathcal{L})\right) \rightarrow A$ is the natural projection) is very ample on $\mathbb{P}\left(p_{*} G_{L}(\mathcal{L})\right)$; together with the commutative diagram

this shows that

$$
i^{*} \mathcal{M} \cong i^{*} q^{*} \mathcal{L}_{0} \otimes i^{*} \mathcal{O}(1) \cong p^{*} \mathcal{L}_{0} \otimes G_{L}(\mathcal{L})
$$

is very ample on $G_{L}(X)$.
An immediate consequence of the Theorem is the following
Corollary 2.3.9. With the same notations as in Theorem 2.3.8, assume that $\mathcal{L}\left(\right.$ resp. $\mathcal{L}_{0}$ ) is an ample, L-linearized line bundle on $X$ (resp. an ample line bundle on $A$ ). Then, $p^{*} \mathscr{L}_{0} \otimes G_{L}(\mathcal{L})$ is ample on $G_{L}(X)$.

Proof: Let $n_{1}$ and $n_{2}$ be positive integers such that $\mathcal{L}^{\otimes m}$ resp. $\mathcal{L}_{0}^{\otimes m}$ is very ample on $X$ resp. on $A$ for $m \geq n_{1}$ resp. $m \geq n_{2}$ (see [12], Ex. 7.5, pg. 169). Let $n:=\max \left(n_{1}, n_{2}\right)$. Then,

$$
p^{*} \mathscr{L}_{0}^{\otimes n} \otimes G_{L}\left(\mathcal{L}^{\otimes n}\right) \cong\left(p^{*} \mathscr{L}_{0} \otimes G_{L}(\mathcal{L})\right)^{\otimes n}
$$

is very ample on $G_{L}(X)$ by Thm. 2.3.8, and this shows that $p^{*} \mathscr{L}_{0} \otimes G_{L}(\mathcal{L})$ is ample (see [12], Thm. 7.6, pg. 154).

The above results show that, provided $X$ is a projective variety with an ample, $L$-linearized bundle $\mathcal{L}, G_{L}(X)$ is projective. In $\S 3.4$, we shall prove the existence of an $L$-linearized ample line bundle on the completion $\bar{L}$ of the linear algebraic group $L$, and so that $\bar{G}=G_{L}(\bar{L})$ is not only proper (see §1.3), but also projective (i.e. that if $\bar{L}$ is a compactification of $L, \bar{G}$ is a compactification of $G$ ).

## Chapter 3

## Further results

In this chapter we draw some consequences from the results of Chapter 2. We begin with some cohomological computations on the associated bundle (which are essentially the same as in [37]), and successively we show how they imply results on the projective embeddings of the group. Then we extend a work of Lange's (see [17]) on the translation formulas on an algebraic group, and in the final section we resume the most important results which we have obtained so far.

### 3.1 Cohomology and Riemann-Roch

In this section, we study the sheaf $G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}$ constructed in the previous chapter from the cohomological point of view. For this purpose, we project the sheaf on the abelian variety $A$ by means of the natural projection $p$, and use the decomposition of the sheaf $p_{*} G_{L}(\mathcal{L})$ provided by Mukai's Theorem 2.3.4, in order to be able to apply the well-known results on the cohomology of a line bundle on an abelian variety.

Let us recall some more facts about abelian varieties. An invertible sheaf $\mathcal{L}$ on an abelian variety is said to be nondegenerated, if the group

$$
\mathrm{K}(\mathcal{L}):=\left\{x \in A \mid T_{x}^{*} \mathcal{L} \cong \mathscr{L}\right\}
$$

is finite. In Mumford's book, the following result on the cohomology of a nondegenerate invertible sheaf is proved:

Theorem 3.1.1. If for a line bundle $\mathcal{L}$ on an abelian variety $A, \mathrm{~K}(\mathcal{L})$ is finite, there is a unique integer $i=i(\mathcal{L}), 0 \leq i \leq \operatorname{dim}(A)$, such that $H^{p}(A, \mathcal{L})=0$ for $p \neq i$ and $H^{i}(A, \mathcal{L}) \neq 0$.

Proof: See [21], pg. 150.

The number $i$ is the index of the nondegenerate sheaf $\mathcal{L}$.
As an application of this vanishing theorem, we get the following result on the cohomology of the sheaf $G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}$ :

Theorem 3.1.2. Let $\mathscr{L}_{0}$ be a nondegenerate, invertible sheaf on the abelian variety $A$. Let $\mathcal{L}$ be an L-linearized invertible sheaf on the projective L-variety $X$, and $G_{L}(\mathcal{L})$ the sheaf on $G_{L}(X)$ constructed previously. Assume that $H^{d}(X, \mathcal{L})=0$ for $d>0$ and let $i:=i\left(\mathscr{L}_{0}\right)$ be the index of $\mathscr{L}_{0}$. Then, $H^{d}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right) \neq 0$ if and only if $d=i$.

Proof: (see also [37], Thm. 6.1). We first show that, in the situation of the theorem, one can compute the cohomology on the direct image, i.e.

$$
H^{d}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right) \cong H^{d}\left(A, p_{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right)\right)
$$

A sufficient condition (see [12], Ex. 8.1, pg. 252) is the vanishing of the the direct images $R^{i} p_{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)$ for $i>0$. Since, by the projection formula,

$$
R^{i} p_{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right) \cong R^{i} p_{*} G_{L}(\mathcal{L}) \otimes \mathscr{L}_{0}
$$

(see [12], Ex. 8.3, pg. 253), it will be sufficient that $R^{i} p_{*} G_{L}(\mathcal{L})=0$ for $i>0$. But this follows from the condition $H^{i}(X, \mathcal{L})=0$ since, by Prop. 2.2.4,

$$
R^{i} p_{*} G_{L}(\mathcal{L}) \cong G_{L}\left(H^{i}(X, \mathcal{L})^{\sim}\right)
$$

This proves that

$$
H^{d}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right) \cong H^{d}\left(A, p_{*}\left(G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}\right)\right) \cong H^{d}\left(A, p_{*} G_{L}(\mathscr{L}) \otimes \mathscr{L}_{0}\right)
$$

(the latter again by the projection formula).
As we showed above, $p_{*} G_{L}(\mathcal{L})$ is an homogeneous vector bundle on $A$, and so it can be written in the form

$$
p_{*} G_{L}(\mathcal{L}) \cong \bigoplus_{j=1}^{k}\left(\mathcal{P}_{j} \otimes \mathcal{U}_{j}\right)
$$

with $\mathcal{P}_{j} \in \operatorname{Pic}^{0}(A)$ and $U_{j} \in \mathrm{U}(A)$. Hence,

$$
H^{d}\left(A, p_{*} G_{L}(\mathcal{L}) \otimes \mathscr{L}_{0}\right) \cong \bigoplus_{j=1}^{k} H^{d}\left(A, \mathcal{P}_{j} \otimes U_{j} \otimes \mathscr{L}_{0}\right)
$$

By [16], Cor. 2, pg. 100, we can find for each $j$ an $x_{j} \in A$ such that $\mathcal{P}_{j} \cong T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{L}_{0}^{\otimes-1}$, since $\mathcal{P}_{j} \in \operatorname{Pic}^{0}(A)$. From this, it follows that $\mathcal{P}_{j} \otimes \mathcal{U}_{j} \otimes \mathscr{L}_{0} \cong T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{U}_{j}$, and so that

$$
H^{d}\left(A, p_{*} G_{L}(\mathcal{L}) \otimes \mathscr{L}_{0}\right) \cong \bigoplus_{j=1}^{k} H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}\right)
$$

Recall that each $U_{j}$, being unipotent, admits a filtration

$$
0=u_{j}^{(0)} \subset u_{j}^{(1)} \subset \ldots \subset u_{j}^{\left(n_{j}-1\right)} \subset u_{j}^{\left(n_{j}\right)}=u
$$

with trivial quotients. Proceeding by induction on $l$, we will now show that the vector space $H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}^{(l)}\right)$ is trivial if and only if $d \neq i$, for $l=1, \ldots, n_{j}$. For $l=1$, we have, since $\mathcal{O}_{A} \cong u_{j}^{(1)} / u_{j}^{(0)} \cong u_{j}^{(1)}$,

$$
H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes u_{j}^{(1)}\right) \cong H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0}\right)
$$

and this is trivial if and only if $d \neq i$. Now assume that the hypothesis

$$
H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0} \otimes u_{j}^{\left(l^{\prime}\right)}\right)=0 \quad \Longleftrightarrow \quad d \neq i
$$

holds for $l^{\prime}<l$. The short exact sequence

$$
0 \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{u}_{j}^{(l-1)} \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{U}_{j}^{(l)} \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \longrightarrow 0
$$

gives rise to the long exact cohomology sequence

$$
\cdots \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes U_{j}^{(l-1)}\right) \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes U_{j}^{(l)}\right) \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0}\right) \longrightarrow \cdots
$$

Let $d \neq i\left(\mathscr{L}_{0}\right)$. Then, as above, $H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0}\right)=0$. Furthermore, by the induction hypothesis, $H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}^{(l-1)}\right)=0$, and so $H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{U}_{j}^{(l)}\right)=0$. If, on the other side, $d=i\left(\mathscr{L}_{0}\right)$, we get the sequence

$$
0 \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes U_{j}^{(l-1)}\right) \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0} \otimes u_{j}^{(l)}\right) \longrightarrow H^{d}\left(A, T_{x_{j}}^{*} \mathscr{L}_{0}\right) \longrightarrow 0
$$

Here we have $H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0}\right) \neq 0$; from the short exact sequence, it follows immediately that $H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0} \otimes u_{j}^{(l)}\right) \neq 0$.
This concludes the proof, since $H^{d}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right)$ is the direct sum over $j$ of the cohomology groups $H^{d}\left(A, T_{x_{j}}^{*} \mathcal{L}_{0} \otimes U_{j}\right)$.

Remark 3.1.1. The use of the filtration of $\mathcal{U}_{i}$ in the proof is equivalent to the use of the filtration of $p_{*} G_{L}(\mathcal{L})$ in [37], Thm. 6.1.
If one assumes that $H^{0}\left(A, \mathscr{L}_{0}\right) \neq 0$, ampleness and nondegeneracy are equivalent properties (see for instance [19], Prop. 7.1, pg. 33). This is the case, if $\mathscr{L}_{0}=\mathscr{L}_{0}(D)$ for an effective divisor $D$ on the abelian variety (as in [21], Application 1, pg. 60). A direct consequence is the

Corollary 3.1.3. Let $\mathcal{L}_{0}$ be an ample invertible sheaf on $A$, with $H^{0}\left(A, \mathscr{L}_{0}\right) \neq 0$. Let $\mathcal{L}$ and $X$ be as in the Theorem. Then, $H^{0}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right) \neq 0$ and furthermore $H^{d}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)=0$ for all $d>0$.

We now compute the Euler characteristic

$$
\chi\left(G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}\right)=\sum_{i}(-1)^{i} \operatorname{dim}\left(H^{i}\left(G_{L}(X), G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right)\right)
$$

of the sheaf $G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}$ as a function of $\chi\left(\mathscr{L}_{0}\right)$.
Theorem 3.1.4. Let $\mathscr{L}_{0}$ be an invertible sheaf on the abelian variety $A$, and $G_{L}(\mathcal{L})$ the line bundle on $G_{L}(X)$ constructed above. Then,

$$
\chi\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right)=\operatorname{dim}\left(H^{0}(X, \mathscr{L})\right) \cdot \chi\left(\mathscr{L}_{0}\right)
$$

Proof: As in the proof of Theorem 3.1.2, a combined application of Mukai's Theorem and the projection formula yields

$$
\chi\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)=\chi\left(\mathcal{L}_{0} \otimes \bigoplus_{j=1}^{k} \mathscr{P}_{j} \otimes \mathcal{U}_{j}\right)=\sum_{j=1}^{k} \chi\left(\mathscr{L}_{0} \otimes \mathcal{P}_{j} \otimes U_{j}\right)
$$

with $\mathcal{P}_{j} \in \operatorname{Pic}^{0}(A)$ and $\mathcal{U}_{j} \in \mathrm{U}(A)$, and we get $x_{1}, \ldots, x_{k} \in A$ with $\mathcal{P}_{j} \cong T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{L}_{0}^{\otimes-1}$, so that

$$
\chi\left(\mathscr{L}_{0} \otimes \mathscr{P}_{j} \otimes \mathcal{U}_{j}\right)=\chi\left(T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}\right)
$$

We compute this Euler characteristic as follows: from the filtration

$$
0=u_{j}^{(0)} \subset u_{j}^{(1)} \subset \ldots \subset u_{j}^{\left(n_{j}-1\right)} \subset u_{j}^{\left(n_{j}\right)}=u
$$

with trivial quotients, we get again the exact sequences

$$
0 \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{u}_{j}^{(l-1)} \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{U}_{j}^{(l)} \longrightarrow T_{x_{j}}^{*} \mathcal{L}_{0} \longrightarrow 0
$$

for $l=0, \ldots, n_{j}$, so that

$$
\chi\left(T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}^{(l)}\right)=\chi\left(T_{x_{j}}^{*} \mathcal{L}_{0} \otimes \mathcal{U}_{j}^{(l-1)}\right)+\chi\left(T_{x_{j}}^{*} \mathcal{L}_{0}\right)
$$

(by [12], Ex. 5.1, pg. 230). An iterated application of this relation gives

$$
\chi\left(T_{x_{j}}^{*} \mathscr{L}_{0} \otimes \mathcal{U}_{j}\right)=n_{j} \cdot \chi\left(T_{x_{j}}^{*} \mathscr{L}_{0}\right)=n_{j} \cdot \chi\left(\mathscr{L}_{0}\right)
$$

and so

$$
\chi\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}\right)=\sum_{j=1}^{k} n_{j} \cdot \chi\left(\mathscr{L}_{0}\right)=\operatorname{rank}\left(p_{*} G_{L}(\mathscr{L})\right) \cdot \chi\left(\mathscr{L}_{0}\right)
$$

This concludes the proof since, as showed in Prop. 2.2.4, the rank of $p_{*} G_{L}(\mathcal{L})$ is equal to the dimension of $H^{0}(X, \mathcal{L})$.

We recall the Riemann-Roch Theorem for an invertible sheaf on an abelian variety:

Theorem 3.1.5. For a line bundle $\mathcal{L}_{0}$ on an $n$-dimensional abelian variety $A$, we have

$$
\chi\left(\mathscr{L}_{0}\right)=\frac{\left(\mathscr{L}_{0}^{n}\right)}{n!}
$$

where $\left(\mathscr{L}_{0}^{n}\right)$ denotes the $n$-fold self intersection number of $\mathscr{L}_{0} \in \operatorname{Pic}(A)$.
Proof: See [21], pg. 150.
From this, together with Theorem 3.1.4, we get the following result for $G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}$ :
Corollary 3.1.6. Let $G$ be a connected algebraic group, $L$ its largest linear and connected subgroup and $A$ the abelian variety $G / L$. Let $X$ be a projective $L$-variety, $\mathcal{L}$ an $L$-linearized invertible sheaf on $X$ and $\mathscr{L}_{0}$ a nondegenerate, invertible sheaf on $A$. Let $G_{L}(\mathcal{L})$ be the line bundle constructed above on the variety $G_{L}(X)$, and $p: G_{L}(X) \rightarrow A$ the natural projection. Then,

$$
\chi\left(G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}\right)=\operatorname{dim}\left(H^{0}(X, \mathscr{L})\right) \cdot \frac{\left(\mathscr{L}_{0}^{\operatorname{dim}(A)}\right)}{\operatorname{dim}(A)!}
$$

If $\mathscr{L}$ and $\mathscr{L}_{0}$ are both very ample, we know from Theorem 2.3 .8 that $G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}$ is also very ample. This implies, with Theorem 3.1.2, that its Euler characteristic coincides with the dimension of the space of its global sections. Hence, the corollary provides an upper bound for the dimension of a projective embedding of $G_{L}(X)$.

### 3.2 Normal generation and normal presentation

We describe two further applications of the vanishing theorem 3.1.2. The first one regards the projective normality of the embedding of the variety $G_{L}(X)$ in projective space, while the second one gives conditions under which the embedded variety is defined by homogeneous polynomials of degree two.

Let $X$ be a projective variety, and $\mathcal{L}$ an ample line bundle on $X$. Following [22], we call $\mathcal{L}$ normally generated, if the natural map

$$
H^{0}(X, \mathscr{L})^{\otimes k} \longrightarrow H^{0}\left(X, \mathscr{L}^{\otimes k}\right)
$$

is surjective for all $k \geq 1$. By [22], pp. 38-39, if $\mathcal{L}$ is normally generated, then it is very ample, and $X$ is projectively normal with respect to the embedding $X \hookrightarrow \mathbb{P}^{M}=\mathbb{P}\left(H^{0}(X, \mathcal{L})\right)$.
The following criterion for normal generation is also taken from [22]: for any two coherent sheaves $\mathcal{F}$ and $\mathcal{G}$ on $X$, define two groups $\mathscr{R}(\mathcal{F}, \mathscr{g})$ and $f(\mathcal{F}, \mathcal{g})$ by means of the exact sequence

$$
0 \rightarrow \mathcal{R}(\mathcal{F}, \mathfrak{g}) \rightarrow H^{0}(X, \mathcal{F}) \otimes_{k} H^{0}(X, \mathfrak{g}) \xrightarrow{\psi} H^{0}\left(X, \mathcal{F} \otimes_{\mathcal{O}_{X}} \mathcal{g}\right) \rightarrow s(\mathcal{F}, \mathcal{g}) \rightarrow 0
$$

i.e. let $\mathcal{R}(\mathcal{F}, \mathcal{G})$ and $\mathcal{S}(\mathcal{F}, \mathcal{G})$ be respectively the kernel and the cokernel of the natural map $\psi$. Then, the ample sheaf $\mathscr{L}$ on $X$ is normally generated, if and only if $s\left(\mathcal{L}^{\otimes i}, \mathcal{L}\right)=0$ for all $i \geq 1$.
The following theorem, the so-called Generalized Lemma of Castelnuovo, is very useful in this context, since it relates projective normality to cohomology:

Theorem 3.2.1 (Mumford). Let $\mathcal{L}$ be an ample, invertible sheaf on a projective variety $X$, generated by its global sections. Suppose $\mathcal{F}$ is a coherent sheaf on $X$, such that

$$
H^{i}\left(X, \mathcal{F} \otimes \mathcal{L}^{\otimes-i}\right)=0 \quad, \quad i \geq 1
$$

Then

1. $H^{i}\left(X, \mathcal{F} \otimes \mathcal{L}^{\otimes j}\right)=0$, if $i+j \geq 0, i \geq 1$
2. $\mathcal{f}\left(\mathcal{F} \otimes \mathcal{L}^{\otimes i}, \mathcal{L}\right)=0$, if $i \geq 0$.

Proof: See [22], pp. 41 and ff.
Consider again the sheaf $\mathcal{M}:=G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}$ on $G_{L}(X)$, constructed out of an $L$-linearized sheaf $\mathcal{L}$ on $X$ and a nondegenerate invertible sheaf $\mathcal{L}_{0}$ on $A$. As in [22], Theorem 3, pg. 45, an application of the Generalized Lemma of Castelnuovo, together with the Vanishing Theorem 3.1.2, yields the following result:

Lemma 3.2.2. Let $\mathcal{L}$ and $\mathscr{L}_{0}$ be ample and generated by their global sections, and $\mathcal{M}$ as above. Then

$$
s\left(\mathcal{M}^{\otimes k}, \mathcal{M}^{\otimes \ell}\right)=0
$$

if $k \geq \operatorname{dim} G_{L}(X)+1$ and $\ell \geq 1$.
Proof:(see also [22], Thm. 3, pg. 45) Let first $\ell=1$, and set in the hypotheses of Theorem 3.2.1 $\mathcal{F}:=\mathcal{M}^{\otimes k}$ and $\mathcal{L}:=\mathcal{M}$. The invertible sheaf $\mathcal{M}$ is ample (Cor. 2.3.9) and generated by its global sections (since both $p^{*} \mathcal{L}_{0}$ and $G_{L}(\mathcal{L})$ are, for the latter see pg. 45). Furthermore,

$$
H^{i}\left(G_{L}(X), \mathcal{F} \otimes \mathcal{L}^{\otimes-i}\right)=H^{i}\left(G_{L}(X), \mathcal{M}^{\otimes k-i}\right)
$$

If $i \geq \operatorname{dim} G_{L}(X)+1$, cohomology vanishes by the Grothendieck Vanishing Theorem (see [12], pg. 208). If $1 \leq i \leq \operatorname{dim} G_{L}(X)$, we have $k-i>0$, and

$$
H^{i}\left(G_{L}(X), \mathcal{M}^{\otimes k-i}\right)=H^{i}\left(G_{L}(X), G_{L}\left(\mathscr{L}^{\otimes k-i}\right) \otimes p^{*} \mathcal{L}_{0}^{\otimes k-i}\right)=0
$$

by "our" vanishing theorem, since $G_{L}\left(\mathcal{L}^{\otimes k-i}\right) \otimes p^{*} \mathscr{L}_{0}^{\otimes k-i}=\left(G_{L}(\mathscr{L}) \otimes p^{*} \mathscr{L}_{0}\right)^{\otimes k-i}$ is again very ample. This proves that $s\left(\mathcal{M}^{\otimes k}, \mathcal{M}\right)=0$ for $k \geq \operatorname{dim} G_{L}(X)+1$. Explicitely, that means

$$
H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k}\right) \otimes H^{0}\left(G_{L}(X), \mathcal{M}\right) \longrightarrow H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k+1}\right)
$$

is surjective, if $k \geq \operatorname{dim} G_{L}(X)+1$. By an inductive argument, one gets surjectivity for

$$
H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k}\right) \otimes H^{0}\left(G_{L}(X), \mathcal{M}\right)^{\otimes \ell} \xrightarrow{\psi} H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k+\ell}\right)
$$

if $\ell \geq 1$. Now, since $\psi$ factorizes through the maps

$$
\begin{aligned}
H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k}\right) \otimes H^{0}\left(G_{L}(X), \mathcal{M}\right)^{\otimes \ell} & \longrightarrow H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k}\right) \otimes H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes \ell}\right) \\
& \longrightarrow H^{0}\left(G_{L}(X), \mathcal{M}^{\otimes k+\ell}\right),
\end{aligned}
$$

it follows that the latter is also surjective for $\ell \geq 1$, if $k \geq \operatorname{dim} G_{L}(X)+1$. That means by definition

$$
s\left(\mathcal{M}^{\otimes k}, \mathcal{M}^{\otimes \ell}\right)=0 .
$$

This concludes the proof.
In particular, for $\tilde{\mathcal{M}}:=\mathcal{M}^{\otimes \operatorname{dim} G_{L}(X)+1}$, we get $\delta\left(\tilde{\mathcal{M}}^{\otimes i}, \tilde{\mathcal{M}}\right)=0$ for all $i \geq 1$. By the criterion for normal generation, together with Theorem 2.3.8, we get the following

Corollary 3.2.3. Let

$$
0 \longrightarrow L \longrightarrow G \longrightarrow A \longrightarrow 0
$$

be an extension of an abelian variety $A$ with a linear algebraic group L. Let $\mathscr{L}_{0}$ be an ample line bundle on A, generated by its global sections, and let $G_{L}(\mathcal{L})$ be constructed out of an $L$ linearized, ample line bundle $\mathcal{L}$ on $X$, generated by its global sections. Let $k \geq \operatorname{dim} G_{L}(X)+1$. Then, the line bundle

$$
G_{L}\left(\mathscr{L}^{\otimes k}\right) \otimes p^{*} \mathscr{L}_{0}^{\otimes k}
$$

is very ample on $G_{L}(X)$, and its global sections define a projectively normal embedding of the variety $G_{L}(X)$ (where $p$ denotes again the canonical projection $G_{L}(X) \rightarrow A$ ).

Let us now sketch the second promised application of the vanishing theorem. Let $\mathcal{L}$ be a normally generated line bundle on a projective variety $X$. Let

$$
R_{X}=\bigoplus_{k \geq o} H^{0}\left(X, \mathcal{L}^{\otimes k}\right)
$$

be the projective coordinate ring of $X$ with respect to its projective embedding in $\mathbb{P}^{N}=$ $\mathbb{P}\left(H^{0}(X, \mathcal{L})\right)$. Denote by $I_{X}^{(k)}$ the kernel of the natural map

$$
S^{k} H^{0}(X, \mathcal{L}) \longrightarrow H^{0}\left(X, \mathcal{L}^{\otimes k}\right)
$$

so that

$$
I_{X}=\bigoplus_{k \geq 0} I_{X}^{(k)}
$$

is the graded ideal of $X$ in $\mathbb{P}^{N}$ :

$$
R_{X}=R / I_{X} \cong \bigoplus_{k \geq 0}\left(S^{k} H^{0}(X, \mathcal{L}) / I_{X}^{(k)}\right)
$$

where $R=\bigoplus_{k \geq 0} S^{k} H^{0}(X, \mathcal{L}) \cong k\left[X_{0}, \ldots, X_{N}\right]$. Again following [22], we call $\mathcal{L}$ normally presented, if for all $k \geq 2$ the natural map

$$
I_{X}^{(2)} \otimes S^{k-2} H^{0}(X, \mathscr{L}) \longrightarrow I_{X}^{(k)}
$$

is surjective. In that case, the ideal $I_{X}$ of $X$ in $\mathbb{P}^{N}$ is generated by homogeneous polynomials of degree 2 . One says in this case that $X$ is cut out by quadrics.
Recall that we defined, for two coherent sheaves $\mathcal{F}$ and $\mathcal{G}$, the group $\mathcal{R}(\mathcal{F}, \mathcal{G})$ as the kernel of the natural map $H^{0}(X, \mathcal{F}) \otimes H^{0}(X, \mathcal{G}) \rightarrow H^{0}(X, \mathcal{F} \otimes \mathcal{F})$. In [22], the following criterion for normal presentation is given :
Lemma 3.2.4. Let $\mathscr{L}$ be a normally generated invertible sheaf on a projective variety $X$. Then, $\mathcal{L}$ is normally presented if and only if the natural map

$$
\mathcal{R}\left(\mathscr{L}^{\otimes i}, \mathscr{L}^{\otimes j}\right) \otimes H^{0}\left(X, \mathcal{L}^{\otimes k}\right) \longrightarrow \mathcal{R}\left(\mathscr{L}^{\otimes i+k}, \mathcal{L}^{\otimes j}\right)
$$

is surjective for all $i, j, k \geq 1$.
Proof: See [22], pp. 39-40. Note that we exchanged the roles of $\mathcal{L}^{\otimes i}$ and $\mathcal{L}^{\otimes j}$, but this is no problem, since the proof is symmetric in $i$ and $j$.

The following Theorem, which is proven in [22], relates normal presentation to the vanishing of the higher cohomology groups:
Theorem 3.2.5 (Mumford). Let $\mathcal{L}$ be an ample invertible sheaf on a projective variety $X$. Assume that $\mathcal{L}$ is generated by its global sections, and that $H^{i}\left(X, \mathscr{L}^{\otimes j}\right)=0$ for $i, j \geq 1$. Then, the natural map

$$
\mathcal{R}\left(\mathscr{L}^{\otimes i}, \mathscr{L}^{\otimes j}\right) \otimes H^{0}\left(X, \mathcal{L}^{\otimes k}\right) \longrightarrow \mathcal{R}\left(\mathcal{L}^{\otimes i+k}, \mathcal{L}^{\otimes j}\right)
$$

is surjective, if $i \geq \operatorname{dim} X+2$ and $j, k \geq 1$.
Proof: See [22], pp. 50-51.
Recall the definitions of the variety $G_{L}(X)$ and the sheaf $\mathcal{M}=G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}$ on it. By Theorem 3.2.5, if we set $\widetilde{\mathcal{M}}:=\mathcal{M}^{\otimes \operatorname{dim} G_{L}(X)+2}$, the natural map

$$
\mathcal{R}\left(\tilde{\mathcal{M}}^{\otimes i}, \tilde{\mathcal{M}}^{\otimes j}\right) \otimes H^{0}\left(G_{L}(X), \tilde{\mathcal{M}}^{\otimes k}\right) \longrightarrow \mathcal{R}\left(\tilde{\mathcal{M}}^{\otimes i+k}, \tilde{\mathcal{M}}^{\otimes j}\right)
$$

is surjective for all $i, j, k \geq 1$, if both $\mathcal{L}$ and $\mathscr{L}_{0}$ are ample and generated by their global sections.
Together with Lemma 3.2.4, we get the following sharpening of Corollary 3.2.3:

Corollary 3.2.6. Let

$$
0 \longrightarrow L \longrightarrow G \longrightarrow A \longrightarrow 0
$$

be an extension of an abelian variety $A$ with a linear algebraic group $L$. Let $\mathscr{L}_{0}$ be an ample line bundle on A, generated by its global sections, and let $G_{L}(\mathcal{L})$ be constructed out of an $L$ linearized, ample line bundle $\mathcal{L}$ on $X$, generated by its global sections. Let $k \geq \operatorname{dim} G_{L}(X)+2$. Then, the line bundle

$$
G_{L}\left(\mathcal{L}^{\otimes k}\right) \otimes p^{*} \mathscr{L}_{0}^{\otimes k}
$$

is very ample on $G_{L}(X)$, and its global sections define a projectively normal embedding of the variety $G_{L}(X)$ in some $\mathbb{P}^{M}$, such that the image of $G_{L}(X)$ in $\mathbb{P}^{M}$ is cut out by quadrics.

### 3.3 Families of translations

In the previous sections, we showed how it is possible to embed an algebraic group in projective space. For number-theoretical purposes, it is often convenient to have bounds for the degree of homogeneous polynomials describing the translation on the group. In his work [17], H. Lange shows that, for commutative algebraic groups, translation can be described locally by quadratic forms. The aim of this section will be to extend these results to algebraic groups without the restriction of commutativity. As a matter of fact, we shall show that, once the results of the previous sections are known, Lange's ideas can be immediately applied also to the noncommutative case.

We begin by recalling the notations of [17], and adapting them to our purposes. Let, as before,

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

be an extension of an abelian variety with a linear algebraic group. Let $X$ be a projective variety with an action of $L$. As before, we construct the projective variety $G_{L}(X)$ and, if $\mathcal{L}$ is an $L$ linearized line bundle on $X$, the line bundle $G_{L}(\mathcal{L})$ on $G_{L}(X)$. If $\mathscr{L}$ is very ample, and $\mathscr{L}_{0}$ is a very ample line bundle on the abelian variety $A$, we showed that

$$
\mathcal{M}:=G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}
$$

(where we denote again by $p: G_{L}(X) \rightarrow A$ the natural map) is very ample. Furthermore, by a result in the previous section, we can assume that the projective embedding defined by $\mathcal{M}$ is projectively normal (since we can always replace $\mathcal{L}$ and $\mathscr{L}_{0}$ by suitable powers).
As we have already seen, $G_{L}(X)$ admits in a natural way an action of $G$ which we shall denote by $\phi: G \times G_{L}(X) \rightarrow G_{L}(X)$. Let $U=\operatorname{Spec}(R)$ be a nonempty affine open set in $G$; following [17], we call the map

$$
\begin{aligned}
\left(p_{1}, \phi\right): U \times G_{L}(X) & \longrightarrow U \times G_{L}(X) \\
(u, g) & \longmapsto(u, u g)
\end{aligned}
$$

( $p_{1}$ denoting the first projection) the family of translations on $G_{L}(X)$ parametrized by $U$. Now assume that $G_{L}(X)$ is projectively embedded as above. Let $V \subseteq U \times G_{L}(X)$ be a nonempty open subset and $n \geq 1$ an integer. The family $\left(p_{1}, \phi\right): U \times G_{L}(X) \rightarrow U \times G_{L}(X)$ is said to be described on $V$ by forms of degree $n$, if there exist $f_{0}, \ldots, f_{N} \in R\left[X_{0}, \ldots, X_{N}\right]$ homogeneous of degree $n$ such that

$$
\left(p_{1}, \phi\right)(u, g)=\left(u, f_{0}(u ; \underline{X}(g)), \ldots, f_{N}(u ; \underline{X}(g))\right) \quad \forall(u, g) \in V .
$$

By the notation $f_{i}(u ; \underline{X}(g))$ we mean that coordinates of $u$ in a local chart are inserted in the coefficients of the polynomial $f_{i} \in R\left[X_{0}, \ldots, X_{N}\right]$, and $\underline{X}(g)=\left(X_{0}(g), \ldots, X_{N}(g)\right)$ denote projective coordinates for $g \in G_{L}(X) \subseteq \mathbb{P}^{N}$. If $U \times G_{L}(X)$ admits an open cover $\mathcal{V}=\left\{V_{i}\right\}_{i \in I}$ such that $\left(p_{1}, \phi\right)$ is described on $V_{i}$ by forms of degree $n$ for every $i \in I$, one says that $\left(p_{1}, \phi\right)$ can be described completely on $U \times G_{L}(X)$ by forms of degree $n$.
Following [17], we shall now show that in our case $n$ can always be chosen to be equal to 2 (i.e. ( $p_{1}, \phi$ ) is described by quadratic forms on $U \times G_{L}(X)$ ).
Assume again that $G_{L}(X)$ is embedded in $\mathbb{P}^{N}$ by means of the invertible sheaf $\mathcal{M}$ in a projectively normal way, and let $U=\operatorname{Spec}(R)$ as above. Denote by $p_{2}: U \times G_{L}(X) \rightarrow G_{L}(X)$ the second projection. Then, the sheaf

$$
\overline{\mathcal{L}}:=p_{2}^{*} \mathcal{M}=p_{2}^{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)
$$

induces an embedding

$$
U \times G_{L}(X) \hookrightarrow U \times \mathbb{P}^{N}=\mathbb{P}_{U}^{N}
$$

The following proposition expresses the fact that a family of translations is described by forms of degree $n$ as above in terms of the sheaf $\overline{\mathcal{L}}$ :

Proposition 3.3.1. With the notations above, assume that the invertible sheaf

$$
\left(p_{1}, \phi\right)^{*} \overline{\mathcal{L}}^{\otimes-1} \otimes \overline{\mathscr{L}}^{\otimes n}
$$

on $U \times G_{L}(X)$ is generated by its global sections; then, the family of translations $\left(p_{1}, \phi\right)$ can be described completely by forms of degree $n$ on $U \times G_{L}(X)$.

Proof: See [17], Lemma 2, pg. 263.
We are ready to prove the
Theorem 3.3.2. Let $G_{L}(X) \hookrightarrow \mathbb{P}^{N}$ be a projectively normal embedding as above. Let $g_{0} \in$ $G$ be a given point. Then, there is an open neighborhood $U$ of $g_{0}$ such that the family of translations $\left(p_{1}, \phi\right)$ can be described completely by quadratic forms on $U \times G_{L}(X)$.

According to Proposition 3.3.1, the Theorem follows from the

Lemma 3.3.3. Let the notations be as above. For every $g_{o} \in G$ there is an open neighborhood $U \subseteq G$ containing $g_{0}$ such that $\left(p_{1}, \phi\right)^{*} \overline{\mathcal{L}}^{\otimes-1} \otimes \overline{\mathcal{L}}^{\otimes 2}$ is generated by its global sections on $U \times G_{L}(X)$.

Proof: As we already noticed in the proof of Proposition 2.3.5, $G_{L}(\mathcal{L})$ is invariant under the action of $G$ on $G_{L}(X)$ :

$$
\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L}) \cong G_{L}(\mathcal{L}) \quad \forall g \in G
$$

This has the consequence that

$$
\begin{aligned}
\left.\phi^{*} G_{L}(\mathcal{L}) \otimes p_{2}^{*} G_{L}(\mathcal{L})^{\otimes-1}\right|_{\{g\} \times G_{L}(X)} & \cong\left(\tau_{g}^{G_{L}(X)}\right)^{*} G_{L}(\mathcal{L}) \otimes G_{L}(\mathcal{L})^{\otimes-1} \cong \\
& \cong \mathcal{O}_{G_{L}(X)} \forall g \in G
\end{aligned}
$$

(under the natural identification $\{g\} \times G_{L}(X) \xrightarrow{\sim} G_{L}(X)$ ). Since $G_{L}(X)$ is a complete variety, the Seesaw Theorem ([21], Cor. 6, pg. 54) implies the existence of a line bundle $\mathcal{P}$ on $G$ such that

$$
\phi^{*} G_{L}(\mathcal{L}) \otimes p_{2}^{*} G_{L}(\mathcal{L})^{\otimes-1} \cong p_{1}^{*} \mathcal{P}
$$

i.e.

$$
\phi^{*} G_{L}(\mathcal{L}) \cong p_{1}^{*} \mathcal{P} \otimes p_{2}^{*} G_{L}(\mathcal{L})
$$

Choose an open neighborhood $U_{1}$ of $g_{0}$ such that $\left.\mathcal{P}\right|_{U_{1}} \cong \mathcal{O}_{U_{1}}$, and so

$$
\phi^{*} G_{L}(\mathcal{L}) \cong p_{2}^{*} G_{L}(\mathcal{L}) \quad \text { on } U_{1} \times G_{L}(X)
$$

Recall that $\overline{\mathscr{L}}=p_{2}^{*}\left(G_{L}(\mathscr{L}) \otimes p^{*} \mathcal{L}_{0}\right) ;$ on $U_{1} \times G_{L}(X)$, we have

$$
\begin{aligned}
\left(p_{1}, \phi\right)^{*} \overline{\mathcal{L}}^{\otimes-1} \otimes \overline{\mathcal{L}}^{\otimes 2} & =\left(p_{1}, \phi\right)^{*} p_{2}^{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)^{\otimes-1} \otimes p_{2}^{*}\left(G_{L}(\mathcal{L}) \otimes p^{*} \mathcal{L}_{0}\right)^{\otimes 2}= \\
& =\phi^{*} G_{L}(\mathcal{L})^{\otimes-1} \otimes \phi^{*} p^{*} \mathcal{L}_{0}^{\otimes-1} \otimes p_{2}^{*} G_{L}(\mathcal{L})^{\otimes 2} \otimes p_{2}^{*} p^{*} \mathcal{L}_{0}^{\otimes 2}= \\
& \cong \phi^{*} p^{*} \mathcal{L}_{0}^{\otimes-1} \otimes p_{2}^{*} p^{*} \mathcal{L}_{0}^{\otimes 2} \otimes p_{2}^{*} G_{L}(\mathcal{L})
\end{aligned}
$$

Together with the relations

$$
\begin{aligned}
p \circ \phi & =m \circ(\pi \times p): U_{1} \times G_{L}(X) \longrightarrow A \\
\text { and } \quad p \circ p_{2} & =\overline{p_{2}} \circ(\pi \times p): U_{1} \times G_{L}(X) \longrightarrow A
\end{aligned}
$$

where $m: A \times A \rightarrow A$ is the product map on $A, \pi: G \rightarrow A$ is the quotient map and $\overline{p_{2}}$ is the second projection on $A \times A$, we get

$$
\left(p_{1}, \phi\right)^{*} \overline{\mathcal{L}}^{\otimes-1} \otimes \overline{\mathcal{L}}^{\otimes 2} \cong(\pi \times p)^{*}\left(m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes{\overline{p_{2}}}^{*} \mathcal{L}_{0}^{\otimes 2}\right) \otimes p_{2}^{*} G_{L}(\mathcal{L})
$$

The line bundle $\mathcal{L}$ is very ample, and so generated by its global sections on $X$; by Corollary 2.2.3 and the remark just thereafter the same holds for $G_{L}(\mathcal{L})$, and so for $p_{2}^{*} G_{L}(\mathcal{L})$, too. Therefore, it will be sufficient to show that there is a neighborhood $U \subseteq U_{1}$ of $x$ such that $(\pi \times p)^{*}\left(m^{*} \mathscr{L}_{0}^{\otimes-1} \otimes{\overline{p_{2}}}^{*} \mathscr{L}_{0}^{\otimes 2}\right)$ is effective on $U \times G_{L}(X)$. This is implied by the existence of a neighborhood $W$ of $\pi\left(g_{0}\right)$ in $\pi\left(U_{1}\right)$ such that $m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes \bar{p}_{2}{ }^{*} \mathcal{L}_{0}^{\otimes 2}$ is effective on $W \times A$, since then $(\pi \times p)^{*}\left(m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes \bar{p}_{2}^{*} \mathscr{L}_{0}^{\otimes 2}\right)$ is effective on $(\pi \times p)^{-1}(W \times A)=\pi^{-1}(W) \times G_{L}(X) \subseteq$ $U_{1} \times G_{L}(X)$.
By [18], Prop. 2.3, pg. 609, the line bundle

$$
m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes{\overline{p_{1}}}^{*} \mathcal{L}_{0}^{\otimes 3} \otimes{\overline{p_{2}}}^{*} \mathscr{L}_{0}^{\otimes 2}
$$

is ample and effective, if $\mathscr{L}_{0}$ is ${ }^{1}$, and in our case this holds since $\mathscr{L}_{0}$ is very ample. We choose the open set $W \subseteq A$ in such a way that $\mathscr{L}_{0}$ is trivial on $W$. It follows that

$$
\left.\left.m^{*} \mathscr{L}_{0}^{\otimes-1} \otimes{\overline{p_{1}}}^{*} \mathcal{L}_{0}^{\otimes 3} \otimes{\overline{p_{2}}}^{*} \mathscr{L}_{0}^{\otimes 2}\right|_{W \times A} \cong m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes{\overline{p_{2}}}^{*} \mathscr{L}_{0}^{\otimes 2}\right|_{W \times A}
$$

and so that $m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes{\overline{p_{2}}}^{*} \mathcal{L}_{0}^{\otimes 2}$ is effective on $W \times A$.
We set $U:=\pi^{-1}(W)$; by the discussion above, $\left(p_{1}, \phi\right)^{*} \overline{\mathscr{L}}^{\otimes-1} \otimes \overline{\mathscr{L}}^{\otimes 2}$ is generated by its global sections on $U \times G_{L}(X)$, and so the proof is concluded.

Assume now that $X=\bar{L}$, an $L$-equivariant, projective completion of the linear algebraic group $L$, and so that $G_{L}(X)=G_{L}(\bar{L})=\bar{G}$ is a $G$-equivariant, projectively normal completion of $G$. Then, $G \times \bar{G}$ can be embedded in $\mathbb{P}^{N} \times \mathbb{P}^{N}$, and the coefficients of the polynomials $f_{0}, \ldots, f_{N} \in$ $R\left[X_{0}, \ldots, X_{N}\right]$ describing a family of translations on $V \subseteq U \times \overline{\bar{G}}$ can be seen as rational functions in the homogeneous coordinates $T_{0}, \ldots, T_{N}$ of the first $\mathbb{P}^{N}$. After eventually passing to smaller open sets $V$, we can assume that the coefficients of $f_{0}, \ldots, f_{N}$ are homogeneous in $T_{0}, \ldots, T_{N}$, all of the same degree. We get the following

Corollary 3.3.4. Let $\bar{G} \hookrightarrow \mathbb{P}^{N}$ be a projectively normal embedding, such as the one constructed above. Then, there is an affine open covering $\mathcal{V}=\left\{V_{i}\right\}_{i \in I}$ of $G \times \bar{G}$, and for every $i \in I$ there are bihomogeneous polynomials $f_{0}^{i}, \ldots, f_{N}^{i} \in k\left[T_{0}, \ldots, T_{N}, X_{0}, \ldots, X_{N}\right]$ of degree 2 in $X_{0}, \ldots, X_{N}$ such that

$$
g g^{\prime}=\phi\left(g, g^{\prime}\right)=\left(f_{0}^{i}\left(\underline{T}(g), \underline{X}\left(g^{\prime}\right)\right), \ldots, f_{N}^{i}\left(\underline{T}(g), \underline{X}\left(g^{\prime}\right)\right)\right)
$$

for every $\left(g, g^{\prime}\right) \in V_{i}$.

[^3]
### 3.4 Serre's compactification

In this section, we discuss some explicit compactifications for the linear part of an algebraic group, and we draw some consequences from the theory exposed up to this point.

As we already noticed, in order to get a compactification of a connected algebraic group by Serre's method, one has to start by compactifying the fibre $L$ in the fibration

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

given by Chevalley's theorem, and to do it in an equivariant way. A general strategy to follow in order to obtain such a compactification is to consider an action of $L$ on a suitable space $\mathbb{P}^{N}$ such that the stabilizer $L_{x}$ of some point $x \in \mathbb{P}^{N}$ is trivial. In this case, we shall be able to identify the group $L \cong L / L_{x}$ with the orbit $L \cdot x$. By [13], 8.3 , pg. 60 the closure $\overline{L \cdot x}$ of the orbit is itself invariant under the action of $L$, and $L \cdot x$ is open in its closure. Therefore, the projective variety $\bar{L}:=\overline{L \cdot x}$ can be considered as an equivariant compactification of $L$, containing $L$ as an open, invariant subset.
The existence of such a compactification is a consequence of the following
Theorem 3.4.1 (Sumihiro). Let L be a connected linear algebraic group and let $Y$ be a normal quasi-projective variety on which L acts morphically. Then there is a projective embedding $\psi: Y \rightarrow \mathbb{P}^{N}$ and a group representation $\rho: L \rightarrow \operatorname{PGL}_{N}$ such that $\rho(g) \psi(y)=\psi(g y)$ for every $g \in L$ and $y \in Y$.

Proof: See [31], Thm. 1, pg. 5.
Indeed, if we set $Y:=L$ and $y:=e_{L}$, the neutral element of $L$, the relation $\rho(g) \psi\left(e_{L}\right)=\psi(g)$ shows that $L$ can be equivariantly embedded in $\mathbb{P}^{N}$ as the orbit of $y:=\psi\left(e_{L}\right) \in \mathbb{P}^{N}$ under the action of $L$ on $\mathbb{P}^{N}$ induced by the representation $\rho$.
In many cases, as shown by the following examples, the orbit $L \cdot y$ is dense in $\mathbb{P}^{N}$, so that one obtains the equivariant completion $\bar{L}=\mathbb{P}^{\operatorname{dim}(L)}$.

Example 3.4.1. (Commutative algebraic groups) Let $L$ be a commutative and connected linear algebraic group (as usual, defined over an algebraically closed field $k$ of characteristic zero). Then, the Jordan decomposition

$$
L \cong L_{s} \times L_{u}
$$

(where $L_{s}$ and $L_{u}$ denote the semisimple resp. unipotent part of $L$, see [13], pp. 98-100) allows us to identify $L$ with a direct product of multiplicative and additive groups. Indeed, the closed, connected subgroup $L_{s}$ consists of commuting semisimple elements, and so it is isomorphic to a torus $\mathbb{G}_{m}(k)^{\ell_{m}}$, while the unipotent part $L_{u}$ is a successive extension of additive groups $\mathbb{G}_{a}(k)$, which can only be trivial (see [28], §2.7, pg. 172). Hence, we can write

$$
L \cong \mathbb{G}_{m}^{\ell_{m}} \times \mathbb{G}_{a}^{\ell_{a}} \quad, \quad \ell_{m}+\ell_{a}=\operatorname{dim}(L)
$$

(this result was first proven by I. Barsotti, see [1], Thm. 3.3, pg. 104). Each factor $\mathbb{G}_{m}$ resp. $\mathbb{G}_{a}$ can be naturally embedded in $\mathbb{P}^{N}$ in an equivariant way (see for instance [29] or [37]); this gives immediately the projective, equivariant completion $\bar{L}=\left(\mathbb{P}^{1}\right)^{\operatorname{dim}(L)}$.
Another method by which one can construct $\bar{L}$ (see [14], pp. 569-570) is the following: we consider the representation of $L \cong \mathbb{G}_{m}^{\ell_{m}} \times \mathbb{G}_{a}^{\ell_{a}}$ in $\operatorname{PGL}_{n}(k), n=\operatorname{dim}(L)$ given by

$$
\begin{aligned}
\sigma: \mathbb{G}_{m}^{\ell_{m}} \times \mathbb{G}_{a}^{\ell_{a}} & \longrightarrow \mathrm{GL}_{n+1}(k) \\
\left(\alpha_{1}, \ldots, \alpha_{\ell_{m}}, \alpha_{\ell_{m}+1}, \ldots, \alpha_{n}\right) & \longmapsto\left[\begin{array}{ccccccc}
1 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & \alpha_{1} & \ddots & \vdots & \vdots & & \vdots \\
\vdots & \ddots & \ddots & 0 & \vdots & & \vdots \\
0 & \ldots & 0 & \alpha_{\ell_{m}} & 0 & & \vdots \\
\alpha_{\ell_{m}+1} & 0 & \ldots & 0 & 1 & \ddots & \vdots \\
\vdots & & & & \ddots & \ddots & 0 \\
\alpha_{n} & 0 & \ldots \ldots . \ldots & 0 & 1
\end{array}\right]
\end{aligned}
$$

This gives us an action of $L$ on $\mathbb{P}^{n}$ given explicitely by

$$
\begin{aligned}
\eta: L \times \mathbb{P}^{n} & \rightarrow \mathbb{P}^{n} \\
(\alpha, x) & \mapsto \alpha \cdot x:=\left[x_{0}: \alpha_{1} x_{1}: \ldots: \alpha_{\ell_{m}} x_{\ell_{m}}: \alpha_{\ell_{m}+1} x_{0}+x_{\ell_{m}+1}: \ldots: \alpha_{n} x_{0}+x_{n}\right]
\end{aligned}
$$

(where the square brackets stand for homogeneous coordinates), and the orbit $L \cdot x$ of the point

$$
x=[1: \underbrace{1: \ldots: 1}_{\ell_{m}}: \underbrace{0: \ldots: 0}_{\ell_{a}}] \in \mathbb{P}^{n}
$$

can be identified with $L$ itself, since the isotropy group $L_{x}$ is trivial. Furthermore, $L \cdot x$ is dense in $\mathbb{P}^{n}$ (note that $\operatorname{dim}(L)=\operatorname{dim}\left(\mathbb{P}^{n}\right)=n$ ). This means that $\bar{L}=\mathbb{P}^{n}$ is an equivariant compactification of $L$.
As special cases of this compactification, we recover for $\left(\ell_{m}, \ell_{a}\right)=(1,0)$ resp. $\left(\ell_{m}, \ell_{a}\right)=$ $(0,1)$ the completions for $\mathbb{G}_{m}$ resp. $\mathbb{G}_{a}$ given in [37], §1/2.
Example 3.4.2. (The general linear group) Let $L=\mathrm{GL}_{n}(k)$, and denote by $1_{L}$ resp. $\rho_{L}$ the trivial representation of $L$ on $k$ and the identity representation of $L$ on $k^{n}$. Define a new representation

$$
\rho:=1_{L} \oplus \underbrace{\rho_{L} \oplus \ldots \oplus \rho_{L}}_{n}
$$

of $L$ on $k \oplus k^{n} \oplus \ldots \oplus k^{n}=k^{n^{2}+1}$. This representation can also be interpreted as a left action of $L$ on $k \oplus \mathrm{M}_{n}(k)$, where $\mathbf{M}_{n}(k)$ denotes the $k$-vector space of $n \times n$-matrices with entries in $k$; let namely $\rho_{L}(g)=\left(g_{i j}\right)_{i, j=1}^{n} \in L, \alpha \in k$ and $x=\left(x_{i j}\right)_{i, j=1}^{n} \in \mathrm{M}_{n}(k)$ : since $\mathrm{GL}_{n}$ acts on $\mathrm{M}_{n}$ columnwise by $\rho_{L}$, we can write

$$
\rho(g)(\alpha, x)=\left(\alpha,\left((g x)_{i j}\right)\right)
$$

where by $\left((g x)_{i j}\right)$ we denote matrix multiplication (so that $\left.(g x)_{i j}=\sum_{m=1}^{n} g_{i m} x_{m j}\right)$. This action of $L$ on $k^{n^{2}+1}$ gives rise to an action on $\mathbb{P}^{n^{2}}$, given by

$$
\begin{aligned}
\eta: L \times \mathbb{P}^{n^{2}} & \longrightarrow \mathbb{P}^{n^{2}} \\
(g, x) & \longmapsto g \cdot x:=\left[x_{0}:\left((g x)_{i j}\right)\right],
\end{aligned}
$$

(and so again to a representation of $L$ in $\mathrm{PGL}_{n}$ ). Since the point $x=\left[1:\left(\delta_{i j}\right)\right]$ (where $\delta_{i j}$ denotes the Kronecker delta) has trivial isotropy group, its orbit $L \cdot x$ can be identified with $L$ : this gives rise to the embedding

$$
\begin{aligned}
L & \hookrightarrow \mathbb{P}^{n^{2}} \\
\left(g_{i j}\right) & \longmapsto\left[1:\left(g_{i j}\right)\right] .
\end{aligned}
$$

The orbit closure $\overline{L \cdot x}$ coincides with $\mathbb{P}^{n^{2}}$; this means that also in this case we can choose $\mathbb{P}^{\operatorname{dim}(L)}$ as an equivariant compactification.

Example 3.4.3. (Solvable groups) Let $L$ be a connected and solvable group, given as a subgroup of some GL( $V$ ). The action of $L$ on $V$ fixes a full flag

$$
\{0\}=V_{0} \subseteq V_{1} \subseteq \ldots \subseteq V_{n}=V \quad, \quad n=\operatorname{dim}(V)
$$

of subspaces of $V$ : this follows from a repeated application of the Lie-Kolchin Theorem (see [13], pg. 113), which claims that a solvable subgroup of $\operatorname{GL}(V)$ has a common eigenvector in $V$.
Choose the representation of $L$ on

$$
W:=V_{1} \oplus V_{2} \oplus \ldots \oplus V_{n} \quad:
$$

an appropriate choice of a basis of $W$ identifies $L$ with the full diagonal group

$$
\mathrm{D}_{n}=\left\{\left(a_{i j}\right) \in \mathrm{GL}_{n}(k) \mid a_{i j}=0 \quad \text { if } \quad i>j\right\} ;
$$

in particular, we can again let it act on a vector space of matrices, the subspace of upper triangular matrices in $\mathrm{M}_{n}$ (i.e. we "forget" the entries which lie under the the diagonal in the previous example). Proceeding as with $\mathrm{GL}_{n}$, we find an open, equivariant embedding of $L$ in $\mathbb{P}^{N}$, with $N=\frac{n(n-1)}{2}$. Since this is also the dimension of $\mathrm{D}_{n}$, we notice that also in this case we can choose $\bar{L}=\mathbb{P}^{\operatorname{dim}(L)}$.

Besides an equivariant completion $\bar{L}$ of the linear part $L$ of an algebraic group $G$, Serre's recipe for a compactification of $G$ requires a very ample, $L$-linearized invertible sheaf on $\bar{L}$. Since $\bar{L}$ is equivariantly embedded in a projective space $\mathbb{P}^{N}$, its existence follows from the existence of an $L$-linearized invertible sheaf on $\mathbb{P}^{N}$ (recall Lemma 2.2.2, pg. 43). This is provided by the following

Proposition 3.4.2. Let a connected linear algebraic group $L$ act on an algebraic variety $X$, proper over $k$. Let $\mathcal{L}$ be an invertible sheaf on $X$. Then, if $X$ is a normal variety, some power $\mathcal{L}^{\otimes n}$ of $\mathcal{L}$ is always linearizable.

Proof: See [23], Prop. 1.5 and Cor. 1.6, pp. 34-35.
If $X=\mathbb{P}^{N}$, it follows from the proposition that $\mathcal{O}(n)$ is linearizable for some $n$. Of particular interest is the case $n=1$, as we shall see later. This holds whenever the Picard group of $L$ is trivial, as shown by the next lemma. We assume again that $L$ acts on $\mathbb{P}^{N}$ by means of a faithful representation in $\mathrm{PGL}_{N}$ :

Lemma 3.4.3. Let L be a connected linear algebraic group, acting on a projective space $\mathbb{P}^{N}$. Assume that $\operatorname{Pic}(L)$ is trivial. Then, the sheaf $\mathcal{O}_{\mathbb{P}^{N}}(1)$ admits an L-linearization.

Proof: (see [37], pg. 284) Denote by

$$
\mu: \operatorname{PGL}_{N} \times \mathbb{P}^{N} \longrightarrow \mathbb{P}^{N}
$$

the projective action, and by $\rho: L \hookrightarrow \mathrm{PGL}_{N}$ the representation of $L$ in $\mathrm{PGL}_{N}$. Then the action of $L$ on $\mathbb{P}^{N}$ is given by

$$
\eta=\mu \circ\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right): L \times \mathbb{P}^{N} \longrightarrow \mathbb{P}^{N}
$$

Let us denote by $q_{1}: L \times \mathbb{P}^{N} \rightarrow L$ and $q_{2}: L \times \mathbb{P}^{N} \rightarrow \mathbb{P}^{N}$ the natural projections. A linearization of $\mathcal{O}_{\mathbb{P}^{N}}(1)$ is an isomorphism

$$
\eta^{*} \mathcal{O}_{\mathbb{P}^{N}}(1) \xrightarrow{\sim} q_{2}^{*} \mathcal{O}_{\mathbb{P}^{N}}(1)
$$

of sheaves on $L \times \mathbb{P}^{N}$ satisfying the cocycle condition.
We shall denote by $p_{1}$ and $p_{2}$ the natural projections of $\mathrm{PGL}_{N} \times \mathbb{P}^{N}$ to $\mathrm{PGL}_{N}$ and $\mathbb{P}^{N}$ respectively. Being a morphism to $\mathbb{P}^{N}(k)=\operatorname{Proj} k\left[X_{0}, \ldots, X_{N}\right], \mu$ can be defined by specifying the $\mu^{*}\left(X_{i}\right), i=1, \ldots, n$ (see [12], Thm. 7.1, pg. 150). In our case we have

$$
\begin{equation*}
\mu^{*}\left(X_{i}\right)=\sum_{k=0}^{n} p_{1}^{*}\left(a_{i k}\right) \otimes p_{2}^{*}\left(X_{k}\right) \tag{3.1}
\end{equation*}
$$

this gives an isomorphism

$$
\begin{equation*}
\mu^{*}\left(\mathcal{O}_{\mathbb{P}^{N}}(1)\right) \cong p_{1}^{*}\left(\mathcal{O}_{\mathrm{PGL}_{N}}(1)\right) \otimes p_{2}^{*}\left(\mathcal{O}_{\mathbb{P}^{N}}(1)\right) \tag{3.2}
\end{equation*}
$$

(see [23], pg. 33), where we denote by $\mathcal{O}_{\mathrm{PGL}_{N}}(1)$ the restriction of $\mathcal{O}_{\mathbb{P}^{N^{2}+2 N}}(1)$ to $\mathrm{PGL}_{N}$ (since $\mathrm{PGL}_{N}$ can be considered as the pricipal open subset of $\mathbb{P}^{N^{2}+2 N}$ defined by the nonvanishing of
the determinant).
The "restriction" of (3.2) to $L \times \mathbb{P}^{N}$ (i.e. its inverse image with respect to $\rho \times \mathrm{Id}_{\mathbb{P}^{N}}$ ) gives

$$
\eta^{*} \mathcal{O}_{\mathbb{P}^{N}}(1) \cong\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)^{*} p_{1}^{*} \mathcal{O}_{G}(1) \otimes\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)^{*} p_{2}^{*} \mathcal{O}_{\mathbb{P}^{N}}(1)
$$

The evident relations

$$
p_{1} \circ\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)=\rho \circ q_{1} \quad \text { and } \quad p_{2} \circ\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)=q_{2}
$$

show that

$$
\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)^{*} p_{1}^{*} \mathcal{O}_{G}(1) \cong q_{1}^{*} \rho^{*} \mathcal{O}_{G}(1)
$$

and

$$
\left(\rho \times \operatorname{Id}_{\mathbb{P}^{N}}\right)^{*} p_{2}^{*} \mathcal{O}_{\mathbb{P}^{N}}(1) \cong q_{2}^{*} \mathcal{O}_{\mathbb{P}^{N}}(1)
$$

hold; since $\operatorname{Pic}(L)$ is trivial, it follows that $\rho^{*} \mathcal{O}_{G}(1)$ is trivial on $L$ and so that $q_{1}^{*} \rho^{*} \mathcal{O}_{G}(1) \cong$ $\mathcal{O}_{L \times \mathbb{P}^{N}}$. Followingly,

$$
\eta^{*}\left(\mathcal{O}_{\mathbb{P}^{N}}(1)\right) \cong q_{2}^{*}\left(\mathcal{O}_{\mathbb{P}^{N}}(1)\right)
$$

and this shows that (3.1) defines an $L$-linearization of $\mathcal{O}_{\mathbb{P}^{N}}(1)$.
In general, the Picard group of a linear algebraic group cannot be expected to be trivial: for instance, this is not the case for $L=\mathrm{PGL}_{N}$ (see [23], pg. 35). But a nice characterization of a family of groups for which Pic is trivial is given by R. Fossum and B. Iversen in [7]: we meet again the "special" groups, of which we already made mention in Remark 1.2.5, pg. 23 ("special" in the terminology of [27]).

Proposition 3.4.4 (Fossum-Iversen). Let L be a linear and connected algebraic group with the property that all locally isotrivial principal L-bundles are locally trivial. Then, $\operatorname{Pic}(L)=0$.

Proof: See [7], Cor. 3.2, pg. 276.

The Proposition allows us to give a list of groups for which Lemma 3.4.3 holds: it comprises

- the general linear group $\mathrm{GL}_{n}$, and all its linear subgroups $L$ for which the fibration $\mathrm{GL}_{n} \rightarrow \mathrm{GL}_{n} / L$ is locally trivial ([27], Théorème 2, pg. 1-24);
- all connected and solvable linear algebraic groups ([27], Prop. 14., pg. 1-25), and so in particular all connected and commutative linear algebraic groups;
- the groups $\mathrm{SL}_{n}$ and $\mathrm{Sp}_{\mathrm{n}}$ (these groups, and their direct products, are the only semisimple groups which are "special", see [11], Théorème 3, pg. 5-22).

In any case, the results of this section yield a projective completion $\bar{L}$ of a connected linear algebraic group $L$ and a very ample, $L$-linearized invertible sheaf $\mathscr{L}$ on $\bar{L}$. Being projective, the variety $\bar{L}$ satisfies the finiteness condition (F) of page 29 , and so if $L$ is the largest linear and connected algebraic subgroup of a connected algebraic group $G$ it follows that $\bar{G}=G_{L}(\bar{L})$ is an equivariant completion of $G$. Together with the results of the previous sections, this implies the following (qualitative) result:

Theorem 3.4.5. Let $G$ be a connected algebraic group, and $L$ its largest linear and connected algebraic subgroup. Then, the complete variety $\bar{G}=G_{L}(\bar{L})$ is projective, and the projective embedding of $\bar{G}$ can be chosen in such a way that $\bar{G}$ is projectively normal and cut out by quadrics, and such that the translation on $\bar{G}$ is defined locally by quadratic forms.

The strength of the results of the previous sections lies in their effectivity; if we apply them more carefully, we obtain a quantitative version of Theorem 3.4.5. We recall once again the notations: the connected algebraic group $G$ is given as an extension

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

of an abelian variety $A$ with a linear algebraic group $L ; \bar{L}$ is an equivariant compactification of $L$, and $\mathcal{L}=\mathcal{O}_{\bar{L}}(1)$ is a very ample, $L$-linearized invertible sheaf on $\bar{L}$ satisfying $H^{i}(\bar{L}, \mathcal{L})=0$ for $i>0$. We denote by $\bar{G}=G_{L}(\bar{L})$ the completion of $G$ and by $p: \bar{G} \rightarrow A$ the natural projection. For a very ample invertible sheaf $\mathscr{L}_{0}$ on $A$, we denote by $\mathcal{M}\left(\mathscr{L}, \mathscr{L}_{0}\right)$ the sheaf

$$
\mathcal{M}\left(\mathscr{L}, \mathscr{L}_{0}\right):=G_{L}(\mathcal{L}) \otimes p^{*} \mathscr{L}_{0}
$$

on $\bar{G}$.

## Theorem 3.4.6.

1. The invertible sheaf $\mathcal{M}\left(\mathcal{L}, \mathcal{L}_{0}\right)$ is very ample on $\bar{G}$; its global sections define a projective embedding of $\bar{G}$ in $\mathbb{P}^{N}$, with $N=\operatorname{dim} H^{0}(\bar{L}, \mathcal{L}) \cdot \operatorname{dim} H^{0}\left(A, \mathscr{L}_{0}\right)-1$.
2. Let $k \geq \operatorname{dim}(G)+1$. Then, the global sections of the very ample invertible sheaf $\mathcal{M}\left(\mathscr{L}, \mathscr{L}_{0}\right)^{\otimes k}$ define a projectively normal embedding of $\bar{G}$ such that there is an affine open covering $\mathcal{V}=\left\{V_{i}\right\}_{i \in I}$ of $G \times \bar{G}$ and for every $i \in I$ there are bihomogeneous polynomials $f_{0}^{i}, \ldots, f_{N}^{i} \in k\left[T_{0}, \ldots, T_{N}, X_{0}, \ldots, X_{N}\right]$ of degree 2 in $X_{0}, \ldots, X_{N}$ with

$$
g \cdot x=\phi(g, x)=\left(f_{0}^{i}(\underline{T}(g), \underline{X}(x)), \ldots, f_{N}^{i}(\underline{T}(g), \underline{X}(x))\right)
$$

for every $(g, x) \in V_{i} \subseteq G \times \bar{G}$.
3. Let $k \geq \operatorname{dim}(G)+2$. Then, the global sections of the very ample invertible sheaf $\mathcal{M}\left(\mathscr{L}, \mathscr{L}_{0}\right)^{\otimes k}$ define a projectively normal embedding of $\bar{G}$ such that the homogeneous ideal of the image of $\bar{G}$ in projective space is generated by polynomials of degree 2.

## Proof:

1. Follows from Theorem 2.3.8 and Theorem 3.1.4, together with the fact that $\chi\left(\mathscr{L}_{0}\right)=$ $\operatorname{dim} H^{0}\left(A, \mathscr{L}_{0}\right)$.
2. See Corollaries 3.2.3 and 3.3.4.
3. See Corollary 3.2.6.

Remark 3.4.1. If, as in the examples above, $\bar{L}=\mathbb{P}^{\operatorname{dim}(L)}$ is a projective space and $\mathcal{L}=$ $\mathcal{O}_{\mathbb{P} \operatorname{dim}(L)}(1)$ is $L$-linearized, one has $\operatorname{dim} H^{0}(\bar{L}, \mathcal{L})=\operatorname{dim}(L)+1$. In this case, we get the effective bound

$$
N=(\operatorname{dim}(L)+1) \cdot \operatorname{dim} H^{0}\left(A, \mathscr{L}_{0}\right)-1
$$

for the embedding dimension of $\bar{G}$.

## Chapter 4

## An affine analogon

The final chapter is an appendix which can be read independently from the rest of this work. It is based on V.L. Popov's work [24], which was recently brought to our attention by Professor Wüstholz. Although the original idea of using this material in order to improve the results from Section 3.4 did not bear the hoped fruits, we have chosen to include Popov's results in our work since they can be seen as the affine counterpart of what we showed for the quasiprojective groups (especially Theorems 3.4.5 and 3.4.6).

### 4.1 Popov's results on semisimple groups

In [6], D. E. Flath and J. Towber outline a method for the description of the affine coordinate ring $k[G]$ of a connected and reductive linear algebraic group, defined over an algebraically closed field $k$ of characteristic 0 , by means of generators of relations. They formulate a conjecture about the structure of $k[G]$, which they prove for the classical groups by rather explicit methods. In [24] V. L. Popov proves the conjecture for the semisimple algebraic groups, and he goes a step further: incorporating results from [4] and [15], he is able to give a method for describing the ring $k[G]$ out of the fundamental representations of $G$. The aim of this section is to briefly resume Popov's methods and results.

Let also $G$ be a reductive and connected algebraic group; let $B$ be a Borel subgroup of $G$, $T$ a maximal torus of $B$ and $U$ the unipotent radical of $B$. Let furthermore $B^{-}$be the Borel subgroup of $G$ opposite to $B$, i.e. the uniquely determined maximal solvable subgroup of $G$ such that $B \cap B^{-}=T$, and let $U^{-}$be its unipotent radical. We consider $k[G]$ as a $G$-module with respect to the action given by the left translation, and we define two $G$-submodules $S$ and $S^{-}$of $k[G]$ as follows:

$$
\begin{aligned}
S & :=\{f \in k[G] \mid f(g u)=f(g), g \in G, u \in U\} \\
S^{-} & :=\left\{f \in k[G] \mid f(g u)=f(g), g \in G, u \in U^{-}\right\}
\end{aligned},
$$

The $G$-algebra $S$ is sometimes referred to as the flag algebra of $G$, and denoted by $\Lambda^{+}(G)$ (for instance in [15]). It admits a direct sum decomposition as follows: denote by $P_{++}$the monoid of the highest weights of the simple $G$-modules (i.e. the dominant weights). We shall denote by $R(\lambda)$ a simple $G$-module with the highest weight $\lambda \in P_{++}$, and by $\lambda^{*}$ the highest weight of $R(\lambda)^{*}$. For any $\lambda \in P_{++}$, define a $G$-submodule

$$
S_{\lambda}:=\{f \in S \mid f(g b)=\lambda(b) f(g), g \in G, b \in B\}
$$

of $S$. It is well-known (see for instance [25], pg. 173) that $S_{\lambda}$ is a simple $G$-submodule of $k[G]$ with the highest weight $\lambda^{*}$, and furthermore that $S$ is graded by the $S_{\lambda}$ 's:

$$
\begin{equation*}
S=\bigoplus_{\lambda \in P_{++}} S_{\lambda} \quad, \quad S_{\lambda} \cdot S_{\lambda^{\prime}}=S_{\lambda+\lambda^{\prime}} \tag{4.1}
\end{equation*}
$$

In a similar way, we get a decomposition of $S^{-}$: let $w_{0} \in N_{G}(T)$ be an element of the normalizer of $T$ such that $w_{0} U w_{0}^{-1}=U^{-}$; then, $S^{-}$is obtained from $S$ by right translation by $w_{0}$, and if we define $S_{\lambda}^{-}$as the right translation of $S_{\lambda}$ by $w_{0}$ we get

$$
\begin{equation*}
S^{-}=\bigoplus_{\lambda \in P_{++}} S_{\lambda}^{-} \quad, \quad S_{\lambda}^{-} \cdot S_{\lambda^{\prime}}^{-}=S_{\lambda+\lambda^{\prime}}^{-} \tag{4.2}
\end{equation*}
$$

The $G$-submodule $S_{\lambda}^{-}$is simple, of highest weight $\lambda^{*}$ and it admits the explicit description

$$
S_{\lambda}^{-}=\left\{f \in S^{-} \mid f(g t)=w_{0} \lambda(t) f(g), g \in G, t \in T\right\},
$$

where the action of $N_{G}(T)$ on the roots is given by $w_{0} \lambda(t)=\lambda\left(w_{0}^{-1} t w_{0}\right)$.
Let us now consider the homomorphism of $G$-algebras

$$
\mu: S \otimes_{k} S^{-} \longrightarrow k[G]
$$

given by the rule $\mu(f \otimes h):=f h$. Flath and Towber's conjecture is formulated in terms of the morphism $\mu$ :

## Conjecture 4.1.1 (Flath, Towbers).

(Sur) $\mu$ is surjective ,
(Ker) $\operatorname{ker}(\mu)$ is generated by the $G$-invariant elements.
The conjecture yields the presentation

$$
k[G] \cong S \otimes_{k} S^{-} /\left(\operatorname{ker}(\mu)^{G}\right)
$$

where $\left(\operatorname{ker}(\mu)^{G}\right)$ is the ideal in $S \otimes_{k} S^{-}$generated by the $G$-invariant elements in $\operatorname{ker}(\mu)$.
As we already mentioned, the conjecture is proven for the classical groups in [6]:

Theorem 4.1.2 (Flath, Towbers). (Sur) and (Ker) hold if G is any of the groups

$$
\mathrm{SL}_{n}(k), \mathrm{GL}_{n}(k), \mathrm{SO}_{n}(k), \mathrm{Sp}_{n}(k),
$$

with $n \geq 1$.
Proof: See [6], $\S 3$ through $\S 6$. Note that, although they are given for $k=\mathbb{C}$, the proofs work for any algebraically closed field of characteristic zero.

As we already mentioned, thanks to Popov the conjecture is known to hold in the semisimple case:

Theorem 4.1.3 (Popov). (Sur) and (Ker) hold for any connected semisimple algebraic group.
Proof: See [24], Thm. 3 and 4. We do not repeat Popov's entire proof here: this would take us too far away, since it requires a considerable amount of invariant theory from [25]. We just sketch the main geometric constructions behind it, which are quite enlightening, skipping most of the technical details.
The core of the proof consists in a reformulation of the problem in the language of algebraic geometry: the rings $S$ and $S^{-}$are realized as the coordinate rings of affine $G$-varieties $X$ and $X^{-}$, and $G$ is equivariantly embedded in the product $X \times X^{-}$as a closed orbit $G \cdot z$ of a suitable point $z$, so that the ideal $\operatorname{ker}(\mu)$ can be identified with the ideal of $G \cdot z$ in $k\left[X \times X^{-}\right] \cong S \otimes S^{-}$. Since $S$ is defined as the subring of $k[G]$ consisting of the $U$-invariant elements, a natural candidate for $X$ could seem to be the homogeneous space $G / U$; unfortunately, this space is only quasi-affine (see [25], pg. 172), and so its coordinate ring does not coincide with its ring of regular functions. The variety $X$ is constructed as follows: let $\left\{\lambda_{1}, \ldots, \lambda_{s}\right\}$ be a system of generators for $P_{++}$(i.e. a basis of fundamental dominant weights), and define the $G$-module

$$
V:=R\left(\lambda_{1}\right) \oplus \ldots \oplus R\left(\lambda_{s}\right)
$$

(the direct sum of the fundamental representations associated to $\lambda_{1}, \ldots, \lambda_{s}$ ). For $v_{i} \in R\left(\lambda_{i}\right)$ a highest weight vector, $i=1, \ldots, s$ and $v:=\left(v_{1}, \ldots, v_{s}\right)$ define the morphism

$$
\begin{aligned}
\delta: G & \longrightarrow V \\
g & \longmapsto g \cdot v
\end{aligned}
$$

then, $\delta(G)=G \cdot v$, the orbit of $v$ under the action of $G$ on $V$. The restriction of functions from $V$ to the orbit closure $\overline{G \cdot v}$ gives rise to an isomorphism

$$
\delta^{*}: k[\overline{G \cdot v}] \longrightarrow S
$$

(for details see [24], pg. 6). Hence we see that we can choose $X=\overline{G \cdot v}$. The affine variety $X^{-}$can be constructed in an analoguous way: one takes

$$
V^{*}=R\left(\lambda_{1}^{*}\right) \oplus \ldots \oplus R\left(\lambda_{s}^{*}\right)
$$

(where $\lambda_{i}^{*}$ is the highest weight of the simple $G$-module $R\left(\lambda_{i}\right)^{*}$ ) and, for highest weight vectors $u_{i}$ of $R\left(\lambda_{i}^{*}\right)$, one sets $w:=\left(w_{0} \cdot u_{1}, \ldots, w_{0} \cdot u_{s}\right)$ and $X^{-}:=\overline{G \cdot w}$.
Let now $z:=(v, w) \in X \times X^{-}$; the isotropy group $G_{z}$ for the action of $G$ on $X \times X^{-}$is $U \cap U^{-}=\left\{1_{G}\right\}$; hence, we can identify $G$ with the orbit $G \cdot z$, and this gives a (left) equivariant embedding

$$
i: G \hookrightarrow X \times X^{-}
$$

This embedding is closed (i.e. $G \cdot z$ is closed in $X \times X^{-}$) if and only if the comorphism

$$
i^{*}: k\left[X \times X^{-}\right] \longrightarrow k[G]
$$

(which amounts to the restriction of functions from $X \times X^{-}$to $G \cdot z$ ) is surjective; but the isomorphism $k\left[X \times X^{-}\right] \cong S \otimes S^{-}$identifies $i^{*}$ with $\mu: S \otimes S^{-} \rightarrow k[G]$ and $\operatorname{ker}(\mu)$ with the kernel of the restriction of functions from $X \times X^{-}$to $G \cdot z$. Therefore, (Sur) is reduced to the verification that $G \cdot z$ is a closed subvariety of $X \times X^{-}$.
We shall be very sketchy at this point: $z$ is the sum of the weight vectors $v_{i}, i=1, \ldots, s$ of weight $\lambda_{i}$ and $w_{0} \cdot u_{i}, i=1, \ldots, s$ of weight $w_{0} \lambda_{i}^{*}=-\lambda_{i}$. Hence, 0 is an interior point of the convex hull of the weights of $v_{1}, \ldots, v_{s}, w_{0} \cdot u_{1}, \ldots, w_{0} \cdot u_{s}$. By [24], Thm. 2 this is equivalent to the closedness of $G \cdot z$ in $X \times X^{-}$, and this proves (Sur).
A proof of (Ker) can also be derived from the geometric situation: Thm. 5 of [24] shows that, since $G \cdot z$ is closed in $X \times X^{-}$and $G_{z}$ is trivial, the kernel of the morphism

$$
\begin{aligned}
k\left[X \times X^{-}\right] & \longrightarrow k[G \cdot z] \\
f & \left.\longmapsto f\right|_{G \cdot z}
\end{aligned}
$$

is generated by its intersection with $k\left[X \times X^{-}\right]^{G}$. Under our identifications, this means that $\operatorname{ker}(\mu)=\left(\operatorname{ker}(\mu) \cap\left(S \otimes S^{-}\right)^{G}\right)=\left(\operatorname{ker}(\mu)^{G}\right)$. This proves (Ker).

We now begin with Popov's explicit description of $k[G]$ for a semisimple algebraic group. The first aim is the determination of the kernel of $\mu$. By (4.1) and (4.2), this algebra admits a decomposition

$$
\left(S \otimes_{k} S^{-}\right)^{G} \cong \bigoplus_{\lambda, \lambda^{\prime} \in P_{++}}\left(S_{\lambda} \otimes_{k} S_{\lambda^{\prime}}^{-}\right)^{G}
$$

as in [24], (8) an application of Schur's Lemma implies that this decomposition reduces to

$$
\left(S \otimes_{k} S^{-}\right)^{G} \cong \bigoplus_{\lambda \in P_{++}}\left(S_{\lambda} \otimes_{k} S_{\lambda^{*}}^{-}\right)^{G}
$$

Proposition 4.1.4. The restriction of $\mu$ to $\left(S \otimes_{k} S^{-}\right)^{G}$ gives isomorphisms

$$
\mu:\left(S_{\lambda} \otimes_{k} S_{\lambda^{*}}^{-}\right)^{G} \xrightarrow{\sim} k[G]^{G} \cong k
$$

Proof: See [24], Thm. 2.
It follows that for each dominant weight $\lambda$ there is a uniquely determined element $h_{\lambda}$ of $\left(S_{\lambda} \otimes_{k} S_{\lambda^{*}}^{-}\right)^{G}$ such that $\mu\left(h_{\lambda}\right)=h_{\lambda}(e, e)=1$ (where $e$ denotes the neutral element of $G$ ). The $h_{\lambda}$ 's are exactly what is needed for the construction of $\operatorname{ker}(\mu)^{G}$ :

Theorem 4.1.5 (Popov). Let $\lambda_{1}, \ldots, \lambda_{s}$ be a set of generators for $P_{++}$. Then, $\operatorname{ker}(\mu)^{G}$ coincides with the ideal generated by the set

$$
\left\{h_{\lambda_{1}}-1, h_{\lambda_{2}}-1, \ldots, h_{\lambda_{s}}-1\right\} .
$$

Proof: See [24], Thm. 7.
The element $h_{\lambda}$ for a fixed $\lambda$ can be constructed as follows: let

$$
\langle\cdot, \cdot\rangle: S_{\lambda} \times S_{\lambda^{*}}^{-} \longrightarrow k
$$

be a nonzero $G$-invariant pairing, and let $\left\{p_{i}\right\}$ and $\left\{q_{j}\right\}$ be a pair of dual bases of $S_{\lambda}$ and $S_{\lambda^{*}}^{-}$ respectively; then, the sum $\sum_{i} p_{i} \otimes q_{i}$ is a nonzero element of $\left(S_{\lambda} \otimes_{k} S_{\lambda^{*}}^{-}\right)^{G}$, independent on the choice of the bases (see [24], Lemma 1, (ii)); therefore, we can set

$$
h_{\lambda}:=\frac{\sum_{i} p_{i} \otimes q_{i}}{\sum_{i} p_{i}(e) q_{i}(e)} .
$$

Up to now, we have described the ring $k[G]$ as a quotient of $S \otimes_{k} S^{-}$, which is not a priori given in an explicit way. This algebra can be described by means of the irreducible representations of $G$, as showed in [15] and [4]. Popov chooses to follow the more geometric approach from [4]. Assume that $P_{++}$admits a free system of generators, i.e. that there exist $\left\{\lambda_{1}, \ldots, \lambda_{s}\right\} \subseteq P_{++}$, $s=\operatorname{dim}(T)$ such that each element of $P_{++}$can be written in a unique way as a positive linear combination of $\lambda_{1}, \ldots, \lambda_{s}$ (this holds, for instance, if $G$ is simply connected). Consider again the $G$-module

$$
V:=R\left(\lambda_{1}\right) \oplus \ldots \oplus R\left(\lambda_{s}\right)
$$

the direct sum of the corresponding simple $G$-modules. The decomposition of $V$ induces in a natural way an $\mathbb{N}^{s}$-grading of the ring $k[V]$ of regular function on $V$ :

$$
k[V] \cong S\left(V^{*}\right)=\bigoplus_{\left(a_{1}, \ldots, a_{s}\right) \in \mathbb{N}^{s}}\left(S^{a_{1}} R\left(\lambda_{1}\right)^{*} \oplus \ldots \oplus S^{a_{s}} R\left(\lambda_{s}\right)^{*}\right)
$$

In particular, if $e_{i} \in \mathbb{N}^{s}$ is the $s$-tuple $\left(\delta_{1 i}, \ldots, \delta_{s i}\right)$ (where $\delta_{i j}$ denotes the Kronecker delta), we have $k[V]_{e_{i}} \cong R\left(\lambda_{i}\right)^{*}$, and

$$
k[V]_{e_{i}+e_{j}} \cong \begin{cases}R\left(\lambda_{i}\right)^{*} \otimes_{k} R\left(\lambda_{j}\right)^{*} & \text { if } i \neq j \\ S^{2} R\left(\lambda_{i}\right)^{*} & \text { if } i=j\end{cases}
$$

The $G$-module $k[V]_{e_{i}+e_{j}}(1 \leq i \leq j \leq s)$ contains a unique simple submodule with the highest weight $\lambda_{i}^{*}+\lambda_{j}^{*}$, the Cartan product of the representations $R\left(\lambda_{i}\right)^{*}$ and $R\left(\lambda_{j}\right)^{*}$. Let $Q_{i j}$ be its $G$-invariant direct complement. It can be determined with the help of Kostant's Theorem 1.1 of [15]. Let $J$ be the ideal generated by all $Q_{i j}, 1 \leq i \leq j \leq s$.

Theorem 4.1.6 (Popov). Assume that $P_{++}$admits a free system of generators $\left\{\lambda_{1}, \ldots, \lambda_{s}\right\}$. Then, the $G$-algebras $S$ and $k[V] / J$ are isomorphic.

Proof: See [24], Thm. 8 for Popov's geometric version of the proof and [15], Thm. 1 for Kostant's original, more algebraic-oriented proof.
The idea behind Popov's proof goes as follows: in [4], Thm. 4.1, it is shown that $J$ is the ideal of the closed subvariety $G \cdot V^{U}$ of $V$ in $k[V]$ (where $V^{U}$ denotes the subset of the invariant elements); since the proof of Theorem 4.1.3 shows that $S$ is the affine coordinate ring of $\overline{G \cdot v}$ in $V$, in order to prove the claim it is sufficient to show that $\overline{G \cdot v}=G \cdot V^{U}$.

Since the ideal $J$ is graded, it follows as expected that $S=k[V] / J$ is a graded $G$-algebra. In particular, we recover $S_{\lambda_{i}}$ as the image of $R\left(\lambda_{i}\right)^{*}$ under the natural projection $k[V] \rightarrow S$, for $i=1, \ldots, s$. Once $S$ is known, translation by $w_{0} \in N_{G}(T)$ allows one to construct $S^{-}=S^{w_{0}}$.

## Remark 4.1.1.

1. The standard way of linearizing an affine algebraic group (see for instance [13]) is to consider its action on a suitable $G$-module, for instance a finite-dimensional $G$-submodule of its affine coordinate ring which contains a set of generators for the algebra $k[G]$. In Popov's presentation such module is given by twice all irreducible representations of $G$ (once for $S$ and once for $S^{-}$).
2. Since $\operatorname{ker}(\mu)^{G}$ and the ideal $J$ are generated by (inhomogeneous) polynomials of degree 2, it follows that all semisimple connected algebraic groups whose monoid $P_{++}$of the dominant weights is freely generated can be cut out by quadrics in an affine space.

### 4.2 An application

As an illustration of the usefulness of Popov's construction, we shall now apply it to the special linear group $G:=\mathrm{SL}_{n}(k)$.

The subgroup $B$ of all lower triangular matrices is a Borel subgroup of $G$; its maximal torus $T$ consists of the diagonal matrices in $G$, and the unipotent radical $U$ of $G$ is the subgroup of all lower triangular matrices with 1's on the main diagonal. Let $\sigma_{G}$ be the identity representation of $G$ on $k^{n}$; then the fundamental representations are given by the irreducible representations

$$
\wedge^{r} \sigma_{G}: G \rightarrow \operatorname{GL}\left(\wedge^{r} k^{n}\right)
$$

for $1 \leq r \leq n-1$ (see [8], pg. 234). Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the standard base in $k^{n}$. With respect to the above choice of $B$, the vector

$$
e_{n-r+1} \wedge \ldots \wedge e_{n} \in \wedge^{r} k^{n}
$$

is a maximal vector of the highest weight

$$
\lambda_{r}(t)=\prod_{i=n-r+1}^{n} t_{i}=\prod_{i=1}^{n-r} t_{i}^{-1}
$$

where $t$ is a diagonal matrix with entries $t_{1}, \ldots, t_{n}$ satisfying $t_{i} \ldots t_{n}=1$. The verifications of this facts are straightforward: $e_{n-r+1} \wedge \ldots \wedge e_{n}$ is invariant under the action of $U$ since, for $u \in U, u e_{j}$ is obtained by adding to $e_{j}$ a linear combination of $e_{j+1}, \ldots, e_{n}$ and in particular $u e_{n}=e_{n}$, and furthermore it is clear that

$$
\wedge^{r} \sigma_{G}(t)\left(e_{n-r+1} \wedge \ldots \wedge e_{n}\right)=t_{n-r+1} e_{n-r+1} \wedge \ldots \wedge t_{n} e_{n}=\lambda_{r}(t) e_{n-r+1} \wedge \ldots \wedge e_{n}
$$

by linearity. The vector $e_{n-r+1} \wedge \ldots \wedge e_{n}$ generates the whole $G$-module $R\left(\lambda_{r}\right):=\wedge^{r} k^{n}$, since the action of $\mathrm{SL}_{n}$ permutes the one-dimensional subspaces of $k^{n}$.
Let us denote by $W_{r}$ the family of all subsets of $\{1, \ldots, n\}$ with $r$ elements: an element of $W_{r}$ is a set $A=\left\{i_{1}, \ldots, i_{r}\right\}$, where we shall always assume that $1 \leq i_{r}<\ldots<i_{r} \leq n$. For such an $A$, we denote by $e_{A}$ the vector $e_{i_{1}} \wedge \ldots \wedge e_{i_{r}}$; a base for $R\left(\lambda_{r}\right)$ is then given by $\left\{e_{A} \mid A \in W_{r}\right\}$, and $e_{\{n-r+1, \ldots, n\}}$ is the maximal vector described above.
Let $\left\{e_{A}^{*} \mid A \in W_{r}\right\} \subseteq\left(\wedge^{r} k^{n}\right)^{*}$ be the dual base to $\left\{e_{A} \mid A \in W_{r}\right\}$. The relation

$$
e_{A}^{*}\left(\wedge^{r} \sigma_{G}(g) e_{\{n-r+1, \ldots, n\}}\right)=e_{A}^{*}\left(\sigma_{G}(g) e_{n-r+1} \wedge \ldots \wedge \sigma_{G}(g) e_{n}\right)=\operatorname{det}\left(g_{i j}\right)_{i \in A, j=n-r+1, \ldots, n}
$$

implies that we can identify the elements of the dual base with the right minors of an $(n \times n)$ matrix. Kostant's theorem in [15] can then be used in order to determine the relations between the minors, i.e. the ideal $J$. The result is given by Towber's Theorem 3.1 in [33].
Let us denote by $Z_{A}$ the image of $e_{A}^{*}$ in $S=k[V] / J$, where as above $V$ is the direct sum of all $R\left(\lambda_{i}\right)$ 's. We write also

$$
S=k\left[Z_{A} \mid A \in W_{r}, r=i, \ldots, n-1\right]
$$

and furthermore we have that the image of $R\left(\lambda_{r}\right)^{*}$ in $S$ is equal to

$$
Q_{G, r}:=S_{\lambda_{r}}=\operatorname{span}\left\{Z_{A} \mid A \in W_{r}\right\} .
$$

In order to get the $G$-algebra $S^{-}$, we need to look for the element $w_{0} \in N_{G}(T)$ such that $w_{0} U w_{0}^{-1}=U^{-}$, where $U^{-}$is the unipotent radical of the Borel subgroup of $G$ opposite to $B$.

From the condition $B \cap B^{-}=T$ it follows that $B^{-}$is the subgroup of all upper triangular matrices in $G$, and $U^{-}$is the group of all upper triangular matrices with 1's on the main diagonal. Therefore, $w_{0}$ can be given by the matrix

$$
w_{0}=\left(\begin{array}{cccc}
0 & \cdots & 0 & 1 \\
0 & \cdots & 1 & 0 \\
\ldots & \cdots & \cdots & \cdots \\
0 & 1 & \cdots & 0 \\
\pm 1 & 0 & \cdots & 0
\end{array}\right)
$$

where the lower left entry has to be chosen in order to ensure that $w_{0} \in \mathrm{SL}_{n}$ (also -1 for $n=2,3,6,7, \ldots$ and +1 for $n=4,5,8,9 \ldots)$. The right translation of $Q_{G, r}$ by $w_{0}$ gives

$$
P_{G, r}:=S_{\lambda_{r}}^{-}=\left(Q_{G, r}\right)^{w_{0}}=\operatorname{span}\left\{Y_{A} \mid A \in W_{r}\right\}
$$

(for $r=1, \ldots, n-1$ ), where we denote by $Y_{A}$ the left $r$-minor given by

$$
Y_{A}(g)=Z_{A}^{w_{0}}(g)=\operatorname{det}\left(g_{i j}\right)_{i \in A, j=1, \ldots, r}
$$

It follows that

$$
S^{-}=S^{w_{0}}=k\left[Y_{A} \mid A \in W_{r}, r=i, \ldots, n-1\right]
$$

Since (Sur) is proven for the semisimple groups, we know that

$$
\mu: S \otimes_{k} S^{-} \longrightarrow k\left[\mathrm{SL}_{n}\right]
$$

is surjective. It remains to look for the kernel of $\mu$. We do it by Popov's method. First of all, we have to determine the $G$-module $S_{\lambda_{r}^{*}}^{-}$. From [13], pp. 193-194, we know that

$$
R\left(\lambda_{r}\right)^{*}=R\left(-w_{0}\left(\lambda_{r}\right)\right)
$$

where $w_{0}$ is seen as an element of the Weyl group, acting on the (abstract) weights. Furthermore,

$$
\left(-w_{0}\left(\lambda_{r}\right)\right)(t)=\prod_{i=1}^{r} t_{i}^{-1}=\lambda_{n-r}(t)
$$

and so $R\left(\lambda_{r}\right)^{*}=R\left(\lambda_{n-r}\right)$. From this, it follows that $S_{\lambda_{r}^{*}}^{-}=S_{\lambda_{n-r}}=Q_{G, n-r}$, and so

$$
S_{\lambda_{r}^{*}}^{-}=\left(Q_{G, n-r}\right)^{w_{0}}=P_{G, n-r}=\operatorname{span}\left\{Y_{A} \mid A \in W_{n-r}\right\}
$$

In order to describe the $G$-invariant pairing $\langle\cdot, \cdot\rangle: S_{\lambda_{r}} \times S_{\lambda_{r}^{*}}^{-} \rightarrow k$ and the dual bases, we introduce some new notations. For $A \in W_{r}$, we let $A^{\vee} \in W_{n-r}$ be its complement in $\{1, \ldots, n\}$. For $A \in W_{r}$ and $B \in W_{r^{\prime}}, r, r^{\prime} \in\{1, \ldots, n\}$, we define

$$
\operatorname{sign}(A, B):=(-1)^{|\{(a, b) \in A \times B \mid a>b\}|} .
$$

We denote by $\ell_{n}$ the symmetric group on $n$ elements; for a permutation $\pi \in \ell_{n}$, we shall denote by $\pi$ also the corresponding permutation matrix in $\mathrm{SL}_{n}(k)$ acting by left matrix multiplication.

Lemma 4.2.1. Let $1 \leq r \leq n-1$. Then, the mapping

$$
\begin{aligned}
\langle\cdot, \cdot\rangle: P_{G, n-r} \times Q_{G, r} & \longrightarrow k \\
(p, q) & \longmapsto \sum_{\pi \in s_{n}} \operatorname{sign}(\pi) p(\pi e) q(\pi e)
\end{aligned}
$$

(where e denotes the neutral element of $G$ ) is a $G$-invariant pairing, and the bases

$$
\left\{Y_{A} \mid A \in W_{n-r}\right\} \subseteq P_{G, n-r} \quad \text { and } \quad\left\{\operatorname{sign}\left(B^{\vee}, B\right) Z_{B} \mid B \in W_{r}\right\} \subseteq Q_{G, r}
$$

are dual with respect to it.
Proof: Let $A \in W_{n-r}, B \in W_{r}$. We begin by calculating

$$
\sum_{\pi \in 夕_{n}} \operatorname{sign}(\pi) Y_{A}(\pi e) Z_{B}(\pi e)
$$

if $A$ and $B$ are not disjoint, this expression is zero, since either $Y_{A}(\pi g)$ or $Z_{B}(\pi g)$ vanishes for all $\pi$ 's (the left and right minors have a line in common, and on each line only one entry is nonzero). This shows that, if $B \neq A^{\vee}$,

$$
\left\langle Y_{A}, \operatorname{sign}\left(B^{\vee}, B\right) Z_{B}\right\rangle=0
$$

Let also $B=A^{\vee}$; write $A=\left\{a_{1}, \ldots, a_{n-r}\right\}$ and $B=\left\{b_{1}, \ldots, b_{r}\right\}$ and define the permutation

$$
\pi_{A}:=\left(\begin{array}{cccccc}
1 & \ldots & n-r & n-r+1 & \ldots & n \\
a_{1} & \ldots & a_{n-r} & b_{1} & \ldots & b_{r}
\end{array}\right)
$$

The map

$$
\begin{aligned}
\ell_{n} & \longrightarrow \ell_{n} \\
\pi & \longmapsto \pi_{A} \circ \pi
\end{aligned}
$$

is a bijection on $\ell_{n}$. Let $g \in \mathrm{SL}_{n}(k)$. It follows that, for all $g \in G$,

$$
\begin{aligned}
\sum_{\pi \in \delta_{n}} \operatorname{sign}(\pi) Y_{A}(\pi g) Z_{A^{\vee}(\pi g)} & =\sum_{\pi \in \delta_{n}} \operatorname{sign}\left(\pi_{\mathrm{A}} \pi\right) Y_{A}\left(\pi_{A} \pi g\right) Z_{A^{\vee}}\left(\pi_{A} \pi g\right)= \\
& =\operatorname{sign}\left(\pi_{\mathrm{A}}\right) \sum_{\pi \in g_{n}} \operatorname{sign}(\pi) Y_{\{1, \ldots, n-r\}}(\pi g) Z_{\{n-r+1, \ldots, n\}}(\pi g)
\end{aligned}
$$

Noting that $\operatorname{sign}\left(\pi_{A}\right)=\operatorname{sign}\left(A, A^{\vee}\right)$, and that the rest of the expression is a Laplace expansion for the determinant of $g$, we get finally

$$
\sum_{\pi \in f_{n}} \operatorname{sign}(\pi) Y_{A}(\pi g) Z_{A} \vee(\pi g)=\operatorname{sign}\left(A, A^{\vee}\right) \operatorname{det}(g)=\operatorname{sign}\left(A, A^{\vee}\right)
$$

This proves that the pairing is $G$-invariant (the expression is independent on $g$ ), and if we set $g=e$ that

$$
\operatorname{sign}\left(A, A^{\vee}\right)\left\langle Y_{A}, Z_{A^{\vee}}\right\rangle=\left\langle Y_{A}, \operatorname{sign}\left(A, A^{\vee}\right) Z_{A^{\vee}}\right\rangle=1,
$$

and with that the proof is concluded.
As a corollary to this lemma, we recover Flath and Towber's presentation of the affine coordinate ring of $\mathrm{SL}_{n}(k)$ :

Corollary 4.2.2. The map

$$
\begin{aligned}
\mu: S \otimes_{k} S^{-} & \longrightarrow k\left[\mathrm{SL}_{n}\right] \\
(f, g) & \longmapsto f g
\end{aligned}
$$

is surjective, and its kernel is generated by

$$
\operatorname{ker}(\mu)^{G}=\left(F_{1}-1, \ldots, F_{n-1}-1\right)
$$

where

$$
F_{r}=\sum_{A \in W_{r}} \operatorname{sign}\left(A, A^{\vee}\right) Y_{A} \otimes Z_{A^{\vee}}
$$

Proof: The surjectivity of $\mu$ is clear by Popov's Theorem 4.1.3. Furthermore, by Thm. 4.1.5, the kernel of $\mu$ is generated by the elements $h_{\lambda_{1}}-1, \ldots, h_{\lambda_{n-1}}-1$ with

$$
h_{\lambda_{r}}=\frac{\sum_{A \in W_{r}} Y_{A} \otimes \operatorname{sign}\left(A, A^{\vee}\right) Z_{A^{\vee}}}{\sum_{A \in W_{r}} Y_{A}(e) \cdot \operatorname{sign}\left(A, A^{\vee}\right) Z_{A^{\vee}(e)}}=F_{r}
$$

since the denominator is just the determinant of the neutral element $e$ of $G$, also 1 .

Remark 4.2.1. The standard definition as the zero set of the determinant gives a closed embedding of $\mathrm{SL}_{n}$ in $\mathbb{A}^{n^{2}}$ as the zero set of a polynomial of degree $n$; here, for $n \geq 3$, we get a different presentation, as the zero set of an ideal generated by polynomials of degree 2 in an the affine space of dimension $2\left(2^{n}-2\right)=2^{n+1}-4$ (one coordinate for each left and one for each right minor).

### 4.3 Bounds for the affine embedding

Let us step back to the general case of a connected semisimple group $G$. By Popov's method (see the proof of Theorem 4.1.3), we can construct a closed, left-equivariant embedding of $G$ in $V \oplus V^{*}$, where $V=\bigoplus_{i=1}^{s} R\left(\lambda_{i}\right)$ and $V^{*}=\bigoplus_{i=1}^{s} R\left(\lambda_{i}^{*}\right)$ is its dual; identifying both $V$ and $V^{*}$ with $\mathbb{A}^{N}, N=\sum_{i=1}^{s} \operatorname{dim} R\left(\lambda_{i}\right)$ we see that this is the same as a closed embedding of $G$ in
$\mathbb{A}^{N} \times \mathbb{A}^{N} \cong \mathbb{A}^{2 N}$.
For $k=\mathbb{C}$, the dimension of the irreducible representations can be explicitely computed by means of a formula due to H. Weyl (see for instance [32], pg. 9): hence, with Popov's construction we are able to exhibit explicit upper bounds for the dimension of an affine embedding of a connected semisimple algebraic group which depends only on the type of the group.
Let us denote by $N(\mathrm{~T})$ the number $N$ (see above) for a group of type T. Denote furthermore by $n_{i}=n_{i}(\mathrm{~T})$ the degree of the $i$-th fundamental representation $R\left(\lambda_{i}\right)(i=1, \ldots, \ell$, where $\ell$ is the rank of the root system), so that $N(\mathrm{~T})=\sum_{i=1}^{\ell} n_{i}(\mathrm{~T})$. With the help of Tits' tables from [32], we obtain the following list:

- Type $\mathrm{A}_{\ell}(\ell \geq 1)$
here we have $n_{i}=\binom{\ell+1}{i}, i=1, \ldots, \ell$ and so

$$
N\left(\mathrm{~A}_{\ell}\right)=\sum_{i=1}^{\ell}\binom{\ell+1}{i}=2^{\ell+1}-2
$$

- Type $\mathrm{B}_{\ell}(\ell \geq 2)$
here we have $n_{i}=\binom{2 \ell+1}{i}$ for $i \leq \ell-1$ and $n_{\ell}=2^{\ell}$, and so

$$
N\left(\mathrm{~B}_{\ell}\right)=\sum_{i=1}^{\ell-1}\binom{2 \ell+1}{i}+2^{\ell}
$$

- Type $\mathrm{C}_{\ell}(\ell \geq 3)$
here we have $n_{1}=2 \ell$ and $n_{i}=\binom{2 \ell}{i}-\binom{2 \ell}{i-2}$ for $i=2, \ldots, \ell$, and so

$$
N\left(\mathrm{C}_{\ell}\right)=2 \ell+\sum_{i=2}^{\ell}\left(\binom{2 \ell}{i}-\binom{2 \ell}{i-2}\right)=\binom{2 \ell+1}{\ell}-1
$$

- Type $D_{\ell}(\ell \geq 4)$
here we have $n_{i}=\binom{2 \ell}{i}$ for $i \leq \ell-2$ and $n_{\ell-1}=n_{\ell}=2^{\ell-1}$, and so

$$
N\left(\mathrm{D}_{\ell}\right)=\sum_{i=1}^{\ell-2}\binom{2 \ell}{i}+2 \cdot 2^{\ell-1}=\sum_{i=1}^{\ell-2}\binom{2 \ell}{i}+2^{\ell}
$$

- Type $\mathrm{E}_{6}$
here we have $n_{1}=n_{5}=27, n_{2}=n_{4}=351, n_{3}=2925, n_{6}=78$ and so

$$
N\left(\mathrm{E}_{6}\right)=n_{1}+\ldots+n_{6}=3759
$$

- Type $\mathrm{E}_{7}$
here we have $n_{1}=56, n_{2}=1539, n_{3}=27664, n_{4}=365750, n_{5}=8645, n_{6}=133$, $n_{7}=912$ and so

$$
N\left(\mathrm{E}_{7}\right)=n_{1}+\ldots+n_{7}=404699
$$

- Type $\mathrm{E}_{8}$
here we have $n_{1}=248, n_{2}=30380, n_{3}=2450240, n_{4}=146325270, n_{5}=$ $6899079264, n_{6}=6696000, n_{7}=3875, n_{8}=147250$ and so

$$
N\left(\mathrm{E}_{8}\right)=n_{1}+\ldots+n_{8}=7054732527
$$

- Type $\mathrm{F}_{4}$
here we have $n_{1}=26, n_{2}=273, n_{3}=1274, n_{4}=52$ and so

$$
N\left(\mathrm{~F}_{4}\right)=n_{1}+\ldots+n_{4}=1625
$$

- Type $\mathrm{G}_{2}$
here we have $n_{1}=7, n_{2}=14$ and so

$$
N\left(\mathbf{G}_{2}\right)=n_{1}+n_{2}=21
$$

If the monoid $P_{++}$of the dominant weights is freely generated, Theorem 4.1.5 and Theorem 4.1.6 show that the ideal of $G$ in $\mathbb{A}^{2 N}$ is generated by polynomials of degree 2 . We get the

Theorem 4.3.1. Let $G$ be a connected, semisimple linear algebraic group of type $T$, defined over $\mathbb{C}$. Assume that the monoid of the dominant weights is freely generated. Then, the group $G$ admits a closed, equivariant embedding as an intersection of quadrics in an affine space of dimension $2 N(\mathrm{~T})$, where $N(\mathrm{~T})$ is determined by the list above.

At this point, one could ask oneself whether the results of this section can be combined with those of section 3.4 in order to gain some more informations on an extension

$$
0 \longrightarrow L \longrightarrow G \xrightarrow{\pi} A \longrightarrow 0
$$

of an abelian variety $A$ with a linear algebraic group $L$, and in particular if they can be used to compute the dimension of $H^{0}(\bar{L}, \mathcal{L})$ in Theorem 3.4.6. Unfortunately, two problems arise: the first one is that by Popov's method we get a closed embedding of $L$ in an affine space, and not
an open embedding in a $\mathbb{P}^{N}$. The second problem is that the only semisimple groups for which the Picard group is trivial are the products of $\mathrm{SL}_{n}$ and $\mathrm{Sp}_{n}$, and so even if we could construct an open embedding of $L$ in a projective space Lemma 3.4.3 would not apply in general. This obstacle could be overcome by considering suitable powers of an ample line bundle (since the Picard group of a connected linear algebraic group is finite, see [7], Cor. 4.4, pg. 278), but this would still require an explicit compactification of $L$. For the moment, we leave this question open.
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[^0]:    ${ }^{1}$ This definition, taken from Borel's book [2], differs slightly from the one given in Hartshorne's [12], pg. 105, where "reduced" is replaced by "integral" (i.e. reduced and irreducible, see [12], Prop. 3.1, pg. 82). Indeed, we allow a non-irreducible scheme to be a variety: this has the advantage that an algebraic group can be defined as a variety (and not as a union of varieties, as Hartshorne's definition would require).

[^1]:    ${ }^{2}$ This is a result from the theory of Galois-descent (see for instance [3], Example B, pg. 139); since we only make use of this theory once, it did not seem appropriate to include more material on this subject. In the next chapter we shall meet another aspect of descent theory.

[^2]:    ${ }^{3}$ This space is denoted by $G \times{ }^{H} X$ in [27] and by $G \underset{H}{*} X$ in [25]; we have chosen the notation $G_{H}(X)$ in order to emphasize on the functorial nature of $G_{H}(\cdot)$.

[^3]:    ${ }^{1}$ Actually, the Proposition in [18] asserts that $m^{*} \mathcal{L}_{0}^{\otimes-1} \otimes{\overline{p_{1}}}^{*} \mathcal{L}_{0}^{\otimes 2} \otimes \overline{p_{2}} * \mathcal{L}_{0}^{\otimes 3}$ is ample and effective, but a rapid check shows that the exponents of ${\overline{p_{1}}}^{*} \mathscr{L}_{0}$ and ${\overline{p_{2}}}^{*} \mathscr{L}_{0}$ are interchangeable (this is implicitely meant in the main Theorem of [18]).

