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Abstract

The main goal of this work is to get rid of the commutativity hypothesis in the study of an equiv-
ariant projective completion of a connected algebraic group initiated by J.-P. Serre in [29] and
continued by other autors, such as J. Knop and H. Lange (see [14]) and G. W¨ustholz (see [37]).
In the first chapter, we start by describing Chevalley’s Theorem on the structure of an algebraic
groupG as a principal fibre bundle over an abelian varietyA. This is the starting point of our
work. Successively, we show how Serre’s equivariant completion (which consists in completing
the fibres ofG over A) can be extended to the noncommutative groups. In chapter 2, we show
how to construct a very ample invertible sheaf on the completionG, and so thatG is in fact a
projective variety. In the third chapter, we finally do some computations: in particular we show
that, once the results of the first two chapters are at place, many properties which were up to
now proved for the commutative groups hold also in the general case. The most important for
us are a Vanishing Theorem and a Riemann-Roch Theorem for the cohomology of invertible
sheaves (for the commutative version, see [37]). Both this results are seen to follow from the
corresponding properties of abelian varieties, and the rest of the third chapter is based upon
them. In the last chapter, we switch to a purely affine setting, and we show how the results on
linear algebraic groups contained in V.L. Popov’s work [24] mirror some of the results in the
third chapter of this work.
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Riassunto

L’obiettivo principale di questo lavoro `e di sbarazzarsi dell’ipotesi della commutativit`a nello
studio di un completamento equivariante e proiettivo di un gruppo algebrico connesso, studio
iniziato da J.-P. Serre in [29] e proseguito da altri autori, quali ad esempio J. Knop e H. Lange
(si veda [14]) e G. W¨ustholz (si veda [37]). Nel primo capitolo iniziamo con la presentazione
del Teorema di Chevalley sulla struttura di un gruppo algebricoG come fibrazione principale su
di una varietà abelianaA. Questo Teorema `e il punto di partenza del nostro lavoro. Successiva-
mente, dimostriamo come il completamento equivariante di Serre (che consiste nel completare
le fibre di G sopra A) può essere esteso ai gruppi non commutativi. Nel secondo capitolo
mostriamo come costruire un fascio invertibile molto ampio sul completamentoG, che risulta
quindi essere una variet`a proiettiva. Nel terzo capitolo, eseguiamo finalmente qualche calcolo.
In particolare dimostriamo che, non appena i risultati dei primi due capitoli sono disponibili,
molte proprietà che fino ad ora erano state dimostrate solo nel caso commutativo possono es-
sere estese al caso generale: le pi`u importanti per noi sono un teorema di annullamento e un
teorema di Riemann-Roch per la coomologia dei fasci (per il caso commutativo, si veda [37]).
Tali risultati seguono entrambi dalle propriet`a corrispondenti delle variet`a abeliane, ed il resto
del terzo capitolo `e basato su di essi. Nell’ultimo capitolo passiamo a uno scenario puramente
affine, e mostriamo come i risultati sui gruppi algebricilineari contenuti nel lavoro [24] di V.L.
Popov rispecchiano alcuni dei risultati contenuti nel terzo capitolo di questo lavoro.



Contents

Introduction 9

1 The equivariant completion 13
1.1 The Theorem of Chevalley . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Quotients and principal fibre bundles . . .. . . . . . . . . . . . . . . . . . . . 14
1.3 Galois coverings and associated fibre bundles . . . . .. . . . . . . . . . . . . 23

2 The projective embedding 35
2.1 Faithfully flat descent and linearization . .. . . . . . . . . . . . . . . . . . . . 35
2.2 Constructing sheaves on an associated bundle . . . . .. . . . . . . . . . . . . 42
2.3 Ample and very ample line bundles . . .. . . . . . . . . . . . . . . . . . . . 47

3 Further results 55
3.1 Cohomology and Riemann-Roch . . . . .. . . . . . . . . . . . . . . . . . . . 55
3.2 Normal generation and normal presentation . . . . . . . . . . . . . . . . . . . 59
3.3 Families of translations . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4 Serre’s compactification . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 An affine analogon 75
4.1 Popov’s results on semisimple groups . .. . . . . . . . . . . . . . . . . . . . 75
4.2 An application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Bounds for the affine embedding . . . . .. . . . . . . . . . . . . . . . . . . . 84

Bibliography 89

7



8 CONTENTS



Introduction

In 1950, in a talk at the C.N.R.S.Colloque d’ Algèbre et Th´eorie des Nombres(see [34]), Andr´e
Weil made an interesting remark on the algebraic groups which are obtained by extending an
abelian variety with a product of additive and multiplicative groups, i.e., on those groupsG
which appear in a short exact sequence

0−→ G`a
a ×G`m

m −→ G −→ A −→ 0

where`a resp.`m are positive constants andA is an abelian variety. He noticed that, sinceG is
a fibering over the complete varietyA, one can get a completionG of G by embedding the fibre
G`a

a × G`m
m in a product

(
P1
)`a+`m of projective spaces and glueing the completed fibers again

over A. As we shall see in the following, the groupsGa andGm act onP1, and this induces an
action ofG on G, so that in fact one obtains an equivariant completion ofG.
The idea of considering the algebraic groups as fibre bundles was already present in F. Severi’s
book [30], from which Weil took inspiration.
In the course of the same talk, Weil conjectured that an exact sequence as above exists for any
commutative algebraic group, and so that one can complete any commutative algebraic group
this way. Shortly after, this conjecture was proved to be right: first, by C. Chevalley, who
proved it for commutative algebraic groups and then by M. Rosenlicht and I. Barsotti, who
independently proved that for any connected algebraic group there exist an abelian varietyA
and a short exact sequence

0−→ L −→ G
π−→ A −→ 0 ,

whereL is the largest connectedlinearalgebraic subgroup ofG. This fact has the consequence
that Weil’s recipe for the construction of a completionG of an algebraic groupG is valid for
anyconnected group, as we shall see later.

But let us step back to the commutative groups. These objects have become a central tool in
modern transcendental number theory, in particular due to the behaviour of their exponential
functions. In transcendence proofs involving algebraic groups, one usually needs some data
on the geometry, such as the dimension of a projective embedding or the degree of the transla-
tion operators, and it was probably J.-P. Serre who remarked how well-suited Weil’s idea is in
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10 INTRODUCTION

this context: it is not by chance thatQuelques propriet´es des groupes alg´ebriques commutatifs
([29]) was published as an appendix in a book on transcendental number theory. In this note,
Serre showed thatG admits a very ample divisor, and so that is in fact an equivariant projective
completion (orequivariant compactification) of G, i.e., a projective variety with an action ofG
which extends the translation on the group. Furthermore he showed that the expliciteness of the
construction makes it possible to collect concrete data on the group.

After Serre, many other authors followed this idea for the completion of a group: in partic-
ular it played an important role in the multiplicity estimates of G. W¨ustholz (see [35]), and
successively in the proof of his Analytic Subgroup Theorem (see [36]), a very deep result on
the exponential function of the commutative algebraic groups which has many applications in
transcendental number theory.

Another important contribution in this context was given by G. Faltings and G. W¨ustholz in
[5], where the language of sheaves replaced Serre’s use of the divisors. Their idea for the con-
struction of a very ample invertible sheaf on the completion will be of great interest to us, since
it admits an immediate application also in our setting. We shall also be inspired by F. Knop
and H. Lange’s paper [14], where the sheaves on the completion are constructed as quotients of
geometric vector bundles.
In [37], among other things, W¨ustholz computed the cohomology and the Euler characteristic
of a very ample line bundle onG. This made it possible to give explicit bounds for the projec-
tive embedding. Another work to which we shall refer is Lange’s [17], where it is shown that
translation on the completionG can be defined locally by quadratic forms.

The goal of this work will be to get rid of the commutativity hypothesis in the aforementioned
completion (which we shall call ”Serre’s completion” from now on, although it has many fa-
thers), in order to extend some of its applications to the noncommutative case. Let us briefly
outline how we shall proceed.

In the first chapter, we see how Serre’s equivariant completion can be extended to the general
case of a connected algebraic group. We begin by introducing the theorem on the fibre bundle
structure of a group (which is known today as Chevalley’s Theorem, although Chevalley did
not publish his proof). This result is so important for us that it seemed appropriate to devote
a whole section to it. In the second section, after an excursus on quotients, we study the fibre
bundle structure of an algebraic group from a local point of view. An algebraic groupG is
always a principal fibre bundle over a quotientG/H by an algebraic subgroup and so, as shown
by Chevalley’s Theorem, over an abelian varietyA. But, unlike the commutative groups, the
noncommutative algebraic groups cannot be assumed to be locally trivial overA. Luckily, they
still possess some local structure of this kind. Indeed we shall see, following [27], that they sat-
isfy local isotriviality, a weakening of local triviality which will be sufficient for our purposes.
An immediate application of this fact will be a proof of the quasiprojectivity of the algebraic
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groups.
Finally, in the last section of the first chapter, we construct the equivariant completion of a con-
nected algebraic groupG. That is, we show how to embedG in a completeG-variety G in a
way which is compatible with the left translation ofG on itself. This is obtained by means of an
associated bundle. Hence, we spend some words on associated bundles, in a slightly more gen-
eral fashion than what we shall need. Namely, we show how to construct aG-variety GH (X)

overG/H with fibre X out of a varietyX which admits an action of an algebraic subgroupH
of G. If X is an equivariant completionL of the ”linear part”L in Chevalley’s fibering, its
associated bundleG = GL(L) will be an equivariant completion ofG.
Since in our main existence proof we make use of Galois coverings, we include also some re-
sults on the action of afinite group on a variety. In particular we shall see how such an action
can be characterized by means of Galois cohomology.

The aim of the second chapter is to prove the projectivity of the completion constructed in
Chapter 1 (and, more in general, of a varietyGL(X) constructed out of a projectiveL-variety
X, whereL is as above). For this purpose, in Section 2 we show how to construct a sheaf
GL(F ) on GL(X) out of anL-linearized sheafF on X (and, as a special case, how a linear
representation ofL gives rise to a vector bundle on the abelian varietyA). This construction,
which generalizes both the taking of a quotient of a geometric vector bundle in [14] and the
glueing procedure for sheaves adopted in [5], can be formalized in an elegant way by means of
descent theory. The first section of this chapter is therefore devoted to a brief summary on the
theory of faithfully flat descent of coherent modules. In particular, we shall see how a lineariza-
tion of a sheaf on a principal fibre bundle gives rise to a descent datum (and vice versa).
In the third and final section of Chapter 2 we show how to obtain ample and very ample in-
vertible sheaves onGL(X). As we prove at the beginning of the section, this leads to consider
sheaves of the formGL(L) ⊗ p∗L0, whereL is anL-linearized sheaf on theL-variety X, p
is the projectionGL(X) → A andL0 is a (very) ample invertible sheaf onA. It is quite easy
to prove theexistenceof an ample line bundle of this kind onGL(X), but in order to be able
to control the dimension of the projective embedding some new ideas are needed. These are
provided by G. Faltings and G. W¨ustholz in [5], where they show thatGL(X) can be embedded
in the projective space bundleP(p∗GL(L)), which they show to be a projective variety. The
latter result is obtained by means of a filtration of the vector bundlep∗GL(L) on the abelian
variety A. In [5], the filtration is constructed explicitely. But, as remarked by Knop and Lange
in [14], this is not necessary: from a result of S. Mukai (see [20]) follows that a homogeneous
vector bundle on an abelian variety always admits such a filtration. Hence, the proof of the
projectivity of GL(X) can be reduced to the verification thatp∗GL(L) is homogeneous. We
shall adopt this approach, since it also works ifG is not commutative.

In the third chapter, we obtain some more results on the structure of the varietyGL(X) con-
structed in Chapter 2 out of a (projective)L-variety X, and so in particular on the equivariant
projective completionG = GL(L). We start, in Section 1, by computing the cohomology of
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a line bundle of the typeGL(L) ⊗ p∗L0 (see above). The main result here is a vanishing
theorem for the cohomology of such a sheaf, which extends W¨ustholz’s result from [37] to the
noncommutative case. In its proof, we shall project the sheaf on the abelian varietyA = G/L,
and successively apply the corresponding result for abelian varieties (which can be found in
[21]). Here, an important role is again played by the filtration ofp∗GL(L) from Chapter 2. An
analoguous method will allow us to compute the Euler characteristic ofGL(L)⊗ p∗L0, and so
to give bounds for the dimension of a projective embedding ofGL(X).
In Section 2, we illustrate two more applications of the vanishing theorem: combining it with
some ideas of Mumford (see [22]), we find conditions under which a line bundleGL(L)⊗p∗L0

defines a projectively normal embedding of the varietyGL(X), resp. a projective embedding
where the homogeneous ideal ofGL(X) is generated by polynomials of degree 2 (in this case,
one says thatGL(X) is cut out by quadrics).
In Section 3, we repeat some work of Lange, slightly adapted to our noncommutative setting, in
order to show that on a connected algebraic group translation can be defined locally by quadratic
forms. Also in this case, the proof makes use of the corresponding result on an abelian variety
(taken from Lange and Ruppert’s [18]).
Finally, in the last section, we resume some of the results obtained up to this point, and we relate
them to some explicit compactifications of the linear partL of G.

The fourth chapter of this work is based on [24], a recent work by V.L. Popov (still a work
in progress, according to the Author, who plans to extend his results to the groups which are
defined over a field of positive characteristic). It can be read independently of the other three,
since the methods here are completely different.
In [24], a conjecture of D. E. Flath and J. Towber (see [6]) on the structure of the affine coordi-
nate ring of areductivealgebraic group is proved for thesemisimplegroups. As a consequence,
Popov is able to give an explicit way for constructing a presentation of the affine coordinate ring
of a semisimple algebraic group by generators and relations out of the monoid of its dominant
weights, and so a new affine embedding of the group. The interesting fact for us is that the ideal
corresponding to the group in this embedding is generated by (inhomogeneous) polynomials of
degree 2, and so Popov’s result mirrors what we showed for a projective embedding of a (com-
pleted) algebraic group in Chapter 3, Section 2. Hence, the material collected here provides an
affine counterpart to the first three chapters of this work.
We begin, in Section 1, by giving a summary of Popov’s results. The methods here come from
the theory of thelinearalgebraic groups. In Section 2, we show by means of an example how
Popov’s methods can be put to use: by applying them to the special linear group SLn, we re-
cover the presentation given in [33].
Of particular interest will be the third section, where we show how Popov’s results imply the
existence of upper bounds for the affine embedding of simple groups which depend only on the
type of the group, where the group is cut out by quadrics in the affine space.



Chapter 1

The equivariant completion

In the first chapter, we show how to construct an equivariant completion of a connected algebraic
group. The starting point is Chevalley’s Theorem, which describes an algebraic group as a
fibering over an abelian variety. The completion is then constructed as an associated bundle out
of this fibering.
Most of the results of this chapter are taken from [26] and [27].

1.1 The Theorem of Chevalley

Our main object of study in this Thesis are thealgebraic groups(short for algebraic group
varieties). These are the ”group objects” in the category of algebraic varieties, i.e. algebraic va-
rieties endowed with a group structure such that the product and inverse morphisms are defined
in the category of varieties.
Let us briefly recall what anabstractalgebraic variety is: aprevarietyis a reduced scheme of
finite type over an algebraically closed fieldk (or, in an equivalent way, a finite union of affine
varieties), and avariety is a separated prevariety1. In particular, an abstract variety is not sup-
posed a priori to be quasiprojective. In the course of this work we shall always assume that the
algebraically closed field over which our objects are defined has characteristic zero.
In this short introductive section we describe an important result on the structure of a connected
algebraic group (an algebraic group is said to beconnectedif it is irreducible as an algebraic
variety; one avoids the word ”irreducible” here since it has already a meaning in the context of
group representations).

1This definition, taken from Borel’s book [2], differs slightly from the one given in Hartshorne’s [12], pg. 105,
where ”reduced” is replaced by ”integral” (i.e. reduced and irreducible, see [12], Prop. 3.1, pg. 82). Indeed, we
allow a non-irreducible scheme to be a variety: this has the advantage that an algebraic group can be defined as a
variety (and not as a union of varieties, as Hartshorne’s definition would require).

13



14 CHAPTER 1. THE EQUIVARIANT COMPLETION

Two kinds of algebraic groups arise naturally as the most remarkable: those which are ”purely”
affine and the projective ones.

Example 1.1.1.A closed subgroup of thegeneral linear groupGLn(k) is called alinear alge-
braic group. It is affine, since GLn(k) itself can be embedded as an open subvariety ofAn2

(k).
On the other side, one can show that to an affine algebraic group always belongs a faithful al-
gebraic representation, and so that it is isomorphic to a subgroup of GLn(k) (see for instance
[13], pg. 63). Hence, the linear algebraic groups are exactly the affine ones. Good references
for the theory of linear algebraic groups are for example the books of A. Borel ([2]) and J. E.
Humphreys ([13]).

Example 1.1.2.A complete algebraic group (i.e. one that is proper over the ground fieldk) is
automatically commutative (see [21], Cor. 1, pg. 44). Therefore, it is called anabelian variety.
Such an algebraic group is always a projective variety (see [21], pg. 163). The theory of abelian
varieties is rich and interesting; the standard reference is D. Mumford’s book [21].

Abelian varieties and subgroups of GLn are not the only examples of algebraic groups, but in a
certain sense the whole theory is built upon them. A connected algebraic group can always be
realised as the extension of an abelian variety by a linear algebraic group:

Theorem 1.1.1 (Chevalley, Rosenlicht, Barsotti).Let G be a connected algebraic group.
Then, there exists a linear and connected normal algebraic subgroup L of G such that the
quotient G/L is an abelian variety. L is unique and contains all other linear and connected
algebraic subgroups of G.

Proof: See [26], Thm. 16, pg. 439 or [1], Thm. 6.4, pg. 116.�

By this theorem, one gets an exact sequence

0−→ L −→ G
π−→ A −→ 0 (1.1)

whereA = G/L: G is an extension ofA by L. The fact thatA is complete has an interesting
consequence, namely thatG is commutative if and only ifL is (one implication is trivial, the
other one follows from [26], Cor. 2, pg. 433). This means that in order to extend the existing
results to noncommutative groups one has to take into account noncommutativeL ’s.

1.2 Quotients and principal fibre bundles

A convenient structure which one can introduce in order to study the fibration of an algebraic
group by an algebraic subgroup is the structure of aprincipal bundle. This is a fibering over
a variety whose fibres are homeomorphic to some fixed algebraic group. In order to be able
to work with such an object, one needs some further conditions on the local structure of the
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bundle. An assumption which appears to be quite natural, and which is actually sufficient in
the analytic context, is the so-calledlocal triviality. This amounts to the fact that the bundle
looks like a direct product over some open cover. But this turns out to be too restrictive for us:
a homogeneous spaceG/H , the quotient of an algebraic group by an algebraic subgroup, is not
locally trivial in general, even ifH is normal inG. Therefore, one needs to find some condition
which is less restrictive. In [27], Serre introduces the notion oflocal isotriviality, a weakening
of local triviality that is satisfied by algebraic homogeneous spaces (this amounts to the local
triviality with respect to a different topology, théetaletopology).
The aim of this section is the description of some of Serre’s results, which will be useful in the
following.

Since a principal bundle is obtained by taking the quotient of an algebraic variety by the action
of an algebraic group, we include here a brief excurs on the theory of quotients. The material
collected here will be again useful in the next section.

We begin with a very general notion of quotient: letC be a category, andG a group which acts
on an objectX of C. A pair (Y, π), whereY is an object inC andπ : X→ Y is a morphism in
C is said to be acategorical quotientfor the action ofG on X in the categoryC if the following
universal property holds: for anyG-invariant morphismα : X → Z in C there exists a unique
morphismα′ : Y→ Z in C such thatα = α′ ◦ π :

X
α //

π

��

Z

Y
α′

??~~~~~~~

.

Because if its universal nature, this property characterizesY up to isomorphism.
We now restrict ourselves to the category ofringed spaces: its objects are pairs(X, OX) where
X is a topological space andOX is a sheaf of rings onX, and a morphism between two objects
(X, OX) and (X′, OX′) is a pair( f, f ]) where f : X → X′ is a continuous map andf ] :
OX′ → f∗OX is a morphism of sheaves of rings (see [12], pg. 72). An action of a groupG on
a ringed space(X, OX) is given by an automorphism(τg, τ

]
g) of ringed spaces for eachg ∈ G

satisfying the axioms
(τ1, τ

]
1) = (IdX, IdOX ) ,

where 1∈ G denotes the neutral element, and

(τgh, τ
]
gh) = (τg ◦ τh, τg∗τ

]
h ◦ τ ]

g)

for all g, h ∈ G. If such an action is given, we define a new ringed space(X/G, OX/G),
and a map(π, π]) : (X, OX) → (X/G, OX/G) as follows: X/G is the set of theG-orbits,
together with the natural projectionπ : X → X/G and the quotient topology (i.e. the weakest
topology for whichπ is continuous), and we letOX/G := π∗OG

X , the direct image of the
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sheaf of invariant sections onX. On an open setV ⊆ X/G it is explicitely given by the rule
OX/G(V) = OX

(
π−1(V)

)G
, the ring ofG-invariant sections on the counterimage ofV (which

is an open,G-invariant subset ofX). It follows that the mapπ] : OX/G = π∗OG
X → π∗OX is

the map defined by the natural inclusionOG
X (π−1(V)) → OX(π−1(V)) for each open subset

V of X/G.

Lemma 1.2.1.The pair
(
(X/G, OX/G), (π, π])

)
is a categorical quotient for the action of G

on X in the category of ringed spaces.

Proof: (X/G, OX/G) is a ringed space. This follows from the preceding discussion. Let
( f, f ]) : (X, OX)→ (Y, OY) be aG-invariant morphism of ringed spaces. This means that

f ◦ τg = f : X −→ Y

and
( f ◦ τg)

] = f∗τ ]
g ◦ f ] = f ] : OY −→ f∗OX

for all g ∈ G. We want to construct the map

( f , f
]
) : (X/G, OX/G) −→ (Y, OY)

satisfying the universal property. It is immediately clear thatf : X → Y defines a unique map
f : X/G→ Y such thatf ◦π = f . This map is continuous, since the counterimage( f )−1(V)

of an open setV ⊆ Y is equal toπ
(

f −1(V)
)
, which is open in the quotient topology.

In order to construct the mapf
]

consider, for an open subsetV ⊆ Y, the ring homomorphism

f ](V) : OY(V) −→ f∗OX(V) = OX( f −1(V)) .

Since f ] is G-invariant by hypothesis it follows that, for a sections ∈ OY(V),(
τ ]

g

(
f −1(V)

)
◦ f ](V)

)
(s) = τ ]

g

(
f −1(V)

) (
f ](V)(s)

) = f ](V)(s)

for all g ∈ G. This means that

Im( f ](V)) ⊆ OX( f −1(V))G .

Now, since f = f ◦ π ,

OX( f −1(V))G = OX

(
π−1

(
( f )−1(V)

))G = OX/G

(
( f )−1(V)

)
,

and since this is equal tof ∗OX/G(V), it follows that f ] induces a well-defined morphism

f
] : OY −→ f ∗OX/G
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of sheaves onX/G. �

Let us now turn our attention to the category of algebraic varieties. This category can be consid-
ered in a natural way as a subcategory of the category of ringed spaces: a varietyX possesses a
topology, the Zariski topology, and a sheaf of rings, the structure sheafOX.
A left morphical action(or, if there’s no danger of confusion, just aleft action) of an algebraic
groupG on a varietyX is given by a morphism

τ : G× X −→ X

(g, x) 7−→ τ(g, x) =: gx

of varieties satisfying the usual axioms for a group action.

Remark1.2.1. If we consider the restrictionτg := τ |{g}×X of τ to {g} × X, and we identify

canonically{g} × X with X, and furthermore we notice that hereτ
]
g : OX → τg∗OX is given

by the rule (
τ ]

g(U)(s)
)

(x) = s(τgx)

for U ⊆ X open,s ∈ OX(U) andx ∈ U , we get for eachg ∈ G a morphism(τg, τ
]
g) of ringed

spaces as above. This shows that a morphical action of an algebraic group is a special case for
an action of a group on a ringed space.

In an analoguous way, one definesright morphical actions of an algebraic group on a variety.
We shall denote byactionboth left and right actions.

For an action of an algebraic groupG on a varietyX, we define a new kind of quotient, the
geometric quotient: it is a pair(Y, π) consisting of a varietyY and a morphismπ : X → Y of
varieties satisfying:

(GQ1) π is surjective.

(GQ2) π is open.

(GQ3) The fibres ofπ are exactly the orbits ofG.

(GQ4) For every open subsetU ⊆ Y, the ring homomorphism

OY(U) −→ OX

(
π−1(U)

)G

ϕ 7−→ ϕ ◦ π

is an isomorphism.

The conditions(GQ2) and(GQ4) are often the most difficult to verify. Fortunately, in a lot of
cases it is not necessary to do it, as shown by the next theorem. We recall that a varietyX is said
to benormalif all its local rings are integrally closed: an important class of normal varieties is
given by the nonsingular ones, since a regular local ring is always integrally closed.
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Theorem 1.2.2.Let X be an irreducible variety with an action of an algebraic group G and let
Y be a normal variety. Then, ifπ : X → Y is a morphism which satisfies(GQ1) and (GQ3),
the pair(Y, π) is a geometric quotient for the action of G on X.

Proof: See [25], Thm. 4.2, pg. 187.�

Consider an action of afinite group0 on anaffine variety X = SpecR; the affine variety
X/0 := SpecR0, whereR0 denotes thek-subalgebra of the0-invariants, together with the
morphismπ : X→ X/0 induced by the natural injectionR0 ↪→ R, is a geometric quotient of
X by 0. The following result relies on the fact that, under some mild hypotheses, this procedure
can be applied locally on a variety:

Proposition 1.2.3. The quotient of an algebraic variety with respect to the action of a finite
group 0 is a geometric quotient if and only if any orbit of0 is contained in an affine open
subset, and in this case the quotient morphism is finite.

Proof: See for instance [25], Thm. 4.4, pg. 191.�

If the action of0 on X is free, thenX is said to be aGalois coveringof Y = X/0. 0 is the
Galois groupof the covering, denoted Gal(X/Y).

We conclude this excursus with a proposition which relates the two notions of quotient which
have been introduced so far:

Proposition 1.2.4.Let X be a variety with an action of an algebraic group G, and suppose that
(Y, π) is a geometric quotient of X by G. Then,(Y, π) is a categorical quotient of X by G in
the category of algebraic varieties.

Proof: See [23], Prop. 0.1, pg. 4.�

Proposition 1.2.4 shows, in particular, that the axioms(GQ1)-(GQ4) characterize a geometric
quotient up to isomorphism, and so that there is no danger of confusion by denoting a geometric
quotient as above byX/G.

Remark1.2.2. By definition, a variety is a ringed space. As such we can construct, for an action
of an algebraic groupG, a quotientX/G in the category of ringed spaces. IfX/G together
with the sheafOX/G is an algebraic variety, then(GQ1)-(GQ4) hold automatically; thusX/G
is a geometric quotient so that that by Prop. 1.2.4 it is a categorical quotient in the category of
algebraic varieties.

We proceed now to the theory of the principal bundles.
Let π : Y → X be a morphism of varieties.π is said to be ańetale coveringif it is finite and
étale. We recall that ”´etale” means smooth of relative dimension zero (see [12], ex. 10.3, pg.
275).
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Remark1.2.3. This definition ofétale covering corresponds to what J.-P. Serre calls, in [27], a
revêtement non ramifi´e. Indeed, arevêtement([27], Def. (E), pg. 1-02) is a finite morphism
(see [12], pg. 84) and furthermore Serre’s definition ofnon ramifié, namely the fact that for all
x ∈ X the morphism

π̂ : Ôπ(x) −→ Ôx

induced on the completions of the local rings is an isomorphism is equivalent to the fact thatπ

is étale if one works, as in our case, with nonsingular varieties over an algebraically closed field
k (see [12], Ex. 10.4, pg. 275).

Étale and Galois coverings are closely related, as shown by the

Proposition 1.2.5.

1. A Galois covering of algebraic varieties isétale.

2. Let X be an irreducible variety, andπ : Y → X an étale covering. Then, there exists
a Galois coveringπ ′ : Z → Y such that the compositionπ ◦ π ′ : Z → X is a Galois
covering.

Proof:

1. See [27], pp. 1-05 and ff.

2. See [27], pg. 1-07.�

A G-bundle(G, P, X) with base spaceX is given by an algebraic groupG acting on a variety
P and a geometric quotientX for this action. This implies that there exists a surjective mor-
phismπ : P → X of varieties compatible with the action, i.e. such thatπ(pg) = π(p) for
all g ∈ G and all p ∈ P. G is thestructure groupof the bundle.G-bundles with fixed base
space are objects in a category whose morphisms are theG-equivariant morphismsP′ → P
over X, that is morphisms which commute with the group action. By varying the baseX, we
obtain a fibered category, with a well-defined notion ofinverse imageφ∗P with respect to a
morphismφ : X′ → X (a base change). A G-bundle(G, P, X) is said to betrivial, if it
is isomorphic to(G, X × G, X) with the action(x, g′)g = (x, g′g) and the projection mor-
phismπ = pr1 : X × G → X, andisotrivial, if it becomes trivial over a finite and ´etale base
change, i.e. if there is an ´etale coveringφ : X′ → X such that(G, φ∗P, X′) is isomorphic to
(G, X′ × G, X′).

In the following, we shall need local versions of the definitions above: consider, for a cover
U = {Uα}α∈I of X by Zariski-open sets, the restricted bundles

(
G, π−1 (Uα) ,Uα

)
for α ∈ I .

(G, P, X) is said to belocally isotrivial(resp.locally trivial), if the cover can be chosen in such
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a way that all restricted bundles are isotrivial (resp. trivial): for eachα ∈ I , there is an ´etale
coveringφα : U ′α → Uα and a cartesian diagram

U ′α × G //

pr1
��

π−1(Uα)

π

��
U ′α

φα // Uα

(resp. φα = IdUα
andπ−1 (Uα) ∼= Uα × G, in the locally trivial case). In particular, such a

bundle is locally trivial in the ´etale topology. We shall stick to the older terminology of ”locally
isotrivial” in order to avoid confusion, since we work exclusively with the Zariski topology.

A bundle(G, P, X) as above is called a(right) principal fibre bundle(or just aprincipal bundle),
if the following conditions are satisfied:

(PB1) The map

9 : P × G −→ P ×X P

(p, g) 7−→ (p, pg)

is an isomorphism between the direct productP × G and the diagonalP ×X P of
P × P.

(PB2) π : P→ X is a flat morphism.

Here, we consider a right action ofG; if G acts on the left, the definition is analoguous.

Remark1.2.4. A schemeS over a fixed schemeT (and so in particular a variety, which is a
scheme overT = Spec(k)) can be regarded as a contravariant functorX 7→ S(X) from the
category of schemes overT to the category of sets:S( · ) associates with a schemeX overT the
setS(X) of all morphismsX → S overT , the X-valued pointsof S (see [9], Vol. I, pg. 242).
Under this functorial interpretation, the morphism9 defined just above has to be regarded as a
natural transformation, and it induces a bijection

9(X) : (P ×Spec(k) G
)
(X) = P(X)× G(X) −→ (P ×X P) (X)

(p, g) 7−→ (p, pg) .

Let 0(X, P) ⊆ P(X) be the set ofsectionsX→ P, i.e.

0(X, P) = {s ∈ P(X)|π ◦ s= IdX} ,

and lets1 ands2 be two elements of0(X, P). Then, sinceπ ◦ s1 = IdX = π ◦ s2, it follows
from the universal property of fibered products that

(s1, s2) : X −→ P × P

x 7−→ (s1(x), s2(x))
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defines an element of(P ×X P) (X). Hence,(s1, s2) lies in the image of9(X), and so(s1, s2) =
(s1, s1g): there exists a uniquely determined elementg = g(s1, s2) of G(X) such thats2 = s1g.
This shows that the set0(X, P) of the sections of a principal fibre bundle(G, P, X) is aprin-
cipal homogeneousG(X)-space.

In the following, we shall only work with bundles which are locally isotrivial. The next propo-
sition shows that this condition is quite strong, since it already implies that a bundle is principal:

Proposition 1.2.6.Let (G, P, X) be a locally isotrivial G-bundle. Then it is principal.

Proof: We prove that, under the assumption of local isotriviality, theG-bundle(G, P, X) with
the projectionπ satisfies(PB1)and(PB2).
We prove the first axiom locally, on an open cover ofX over whichP becomes isotrivial. Let
U be an open set in such a cover ofX:

U ′ × G
ϕ′ //

pr1
��

π−1(U)

π

��
U ′

ϕ // U

; (1.2)

overU , the map9 : P × G→ P ×X P lifts to

9̃ : π−1(U)× G −→ π−1(U)×U π−1(U)

(p, g) 7−→ (p, pg) ;
its inverse image overϕ : U ′ → U is

ϕ∗9̃ : (U ′ × G)× G −→ (U ′ × G)×U ′ (U
′ × G)

(p′, g ; g′) 7−→ (p′, g ; p′, gg′) ,

which is an isomorphism (compatible with the action of0) since(G,U ′ × G,U ′) is the trivial
principalG-bundle overU ′. Taking the quotient2 it follows that9̃ is an isomorphism.
The axiom(PB2) holds for the following reason: consider again the cartesian square (1.2);
sinceU ′ × G → U ′ is flat, it follows from [9], IV, Seconde partie, Prop. (2.5.1), pg. 22 that
π−1(U)→ U is flat and so, since flatness is a local property by definition ([12], pg. 254) that
P→ X is flat.�

The proposition shows that the new axiom

(PB)’ (G, P, X) is locally isotrivial

2This is a result from the theory of Galois-descent (see for instance [3], Example B, pg. 139); since we only
make use of this theory once, it did not seem appropriate to include more material on this subject. In the next
chapter we shall meet another aspect of descent theory.
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is enough in order to characterize locally isotrivial, principalG-bundles; this is exactly Serre’s
older definition of principal fibre bundles given in [27], pg. 1-08.

The next lemma shows that locally isotrivial principal bundles behave well with respect to base
change; this means in particular that the family of all locally isotrivialG-bundles for a fixedG
gives rise to a fibered subcategory of the fibered category of allG-bundles:

Lemma 1.2.7.Let f : X′ → X be a morphism of varieties. Let(G, P, X) be a locally isotrivial
G-bundle over X. Then,(G, f ∗P, X′) is a locally isotrivial principal G-bundle over X′.

Proof: See [27], pg. 1-14.�

As we already mentioned, our motivation for the introduction of the principal bundles is the
study of the fibration of an algebraic group by an algebraic subgroup. The following proposition
will be decisive in the next section:

Proposition 1.2.8.Let G be an algebraic group, and H an algebraic subgroup of G. Let H
operate on G by right translation. Then, the H-bundle(H, G, G/H) is a locally isotrivial
principal fibre bundle.

Proof: See [27], Prop. 3, pg. 1-12.�

Let G be a connected algebraic group. By what we saw in the first section, there is an exact
sequence

0−→ L −→ G
π−→ A −→ 0

whereL is the largest connected linear subgroup ofG and A is an abelian variety. As a con-
sequence of Proposition 1.2.8, we see that there is an open coverU = {Ui }ni=1 of A by open
subsets such that the restrictionπ−1(Ui ) → Ui of the bundle is isotrivial for alli : there is an
étale coveringU ′i → Ui such that the fibering becomes trivial overU ′i . As we saw in Prop.
1.2.5, we can assume that this covering is Galois: this means thatπ−1(Ui ) is isomorphic to
a quotientU ′i × L/0i for the action of some finite group0i . This fact has many interesting
consequences, as we shall see later on. The first one is the

Proposition 1.2.9.A connected algebraic group is quasiprojective.

Proof: Let, as above,L be the largest linear and connected algebraic subgroup of a connected
algebraic groupG, andA the abelian varietyG/L. A is projective and so quasiprojective; this
means that the structure morphismϕA : A → Speck is a quasiprojective morphism ([9], II,
Déf. 5.3.1, pg. 99). Furthermore, the morphismπ : G → A is affine: if we choose the open
coverU in such a way thatUi is affine for alli , we have thatπ−1(Ui ) ∼= U ′i ×L/0i is affine (U ′i
is affine since the morphismU ′i → Ui is finite, L is linear hence affine and the quotient of an
affine variety by a finite group is affine). From [9], II, Cor. (5.3.4)(i), pg. 99 it follows thatπ is
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a quasiprojective morphism, and with part (ii) of the same Corollary thatϕA ◦ π : G→ Speck
is quasiprojective, i.e. thatG is a quasiprojective variety.�

Remark1.2.5. If one restricts oneself to the case of commutative groups, one has to deal only
with locally trivial fibre bundles (i.e. such thatU ′i = Ui andπ−1(Ui ) ∼= Ui × L). This is for
instance the case in [5], [29] or [37]. Groups characterized by the fact that their actions give
rise to locally trivial fibrations are calledspecialin [27]. Their family does not contain only the
commutative algebraic groups, but for instance all solvable groups and even the general linear
group GLn. Some results on the theory of special groups, such as the fact that they are all linear,
can be found in [27]. We shall meet again the special groups in the third chapter of this work,
where we shall be more precise in their description.

1.3 Galois coverings and associated fibre bundles

In the previous section, we showed that a connected algebraic groupG can always be realized
as a locally isotrivial fibration over an abelian variety, with a linear algebraic groupL as fibre.
The aim of this section will be the construction of a new fibre bundle on the abelian variety
whose fibre will be a given spaceX on whichL operates. This associated bundle will be very
useful, since it will allow us to exhibit a quite explicit completionG of the groupG, and later
on a projective embedding of the proper varietyG.

We begin by constructing the associated bundle as a ringed space. Then, we shall show that it
admits the structure of a variety.

Let G be an algebraic group, andH an algebraic subgroup ofG. Let X be a variety, on which
H acts on the left. Define an action ofH on G× X as follows:

h(g, x) := (gh−1, hx) ,

and denote byGH (X) the categorical quotient3 in the category of ringed spaces, as introduced
in the previous section. The fact thatπ ◦ pr1 is invariant under the action ofH implies the
existence of a commutative diagram

G × X //

pr1
��

GH (X)

p
��

G
π // G/H

(1.3)

3This space is denoted byG×H X in [27] and byG ∗
H

X in [25]; we have chosen the notationGH (X) in order

to emphasize on the functorial nature ofGH ( · ).
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which allows us to define a natural projectionp : GH (X) → G/H (in the category of ringed
spaces). The fibres of the projectionp are isomorphic toX. Furthermore, anH -equivariant
morphismϕ : X → Y betweenH -varieties (i.e. a morphism which is compatible with the
action ofH on X andY) gives rise in a natural way to a morphismGH (ϕ) : GH (X)→ GH (Y)

of ringed spaces.

Our next aim is to show thatGH (X) carries the structure of an algebraic variety, i.e. thatGH (X)

is a geometric quotient for the action ofH on G × X. For this, we shall need some notions
introduced in the course of the previous section. In particular, we shall reduce the problem to
a question of existence for bundles which are trivialized over a Galois covering. Therefore, we
need to investigate the action of the Galois group on an isotrivial principal bundle more in detail.

Let (G, P, X) be a principal bundle with the projectionπ : P → X, and letϕ : X′ → X be a
Galois covering. LetP′ := X′ ×X P be the fibered product:

P′
ϕ′ //

π ′
��

P

π

��
X′

ϕ // X

.

As a set, it can be explicitely defined by the rule

P′ = {(x′, p) ∈ X′ × P | ϕ(x′) = π(p)} .

The actions of0 = Gal(X′/X) on X′ and ofG on P induce commuting actions onX′ × P,
given respectively by

(x′, p) · σ = (x′ · σ, p)

and
(x′, p)g = (x′, pg) ,

with x′ ∈ X′, p ∈ P, g ∈ G andσ ∈ 0, and so a (right) action of0 × G on X′ × P.
Let p0 be some point inP. Its fibre underϕ′ : P′ → P is given by

(ϕ′)−1(p0) = {(x′, p0) ∈ X′ × P′ | ϕ(x′) = π(p0)} ;
if we setx0 := π(p0), we see that

(ϕ′)−1(p0) = ϕ−1(x0)× {p0}
and so that(ϕ′)−1(p0) is an orbit for the action of0 on P′, sinceϕ−1(x0) is an orbit for the
action of0 on X. Therefore, the pair(P, ϕ′) satisfies the axioms(GQ1) and (GQ3); if we
assumeP to be normal (as will be the case in our applications, where we deal with nonsingular
varieties), Theorem 1.2.2 implies that(P, ϕ′) is a geometric quotient for the action of0 on P′.
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Assume now that the principal fibre bundle is trivialized over the Galois coveringX′ → X.
This can be expressed with a diagram as follows:

X′ × G
∼
8

//

pr1 ##HHHHHHHHH P′

��

// P

��
X′ // X

.

The isomorphism8 : X′ ×G→ P′ over X′ (which is atrivializationof P′) induces the trivial
right action ofG on X′ × G:

X′ × G × G −→ X′ × G

(x, g, g′) 7−→ (x, gg′) ,

and a right action of0 on X′ ×G which commutes with the projection pr1 : X′ ×G→ X′, i.e.
a0-linearizationof the trivial principalG-bundle(G, X′ × G, X′). This discussion shows that
P is isomorphic to the quotient of a trivialG-bundle by an action of0 and so that, in order to
get informations on the isotrivial principal bundle(G, P, X) a good starting point is the study
of the linearizations of a trivial principal bundle. This is what we are now going to do.

The 0-linearizations of a trivial principalG-bundle(G, X × G, X) (we drop the ”′ ” in the
notation) are objects in a category whose morphisms are the0-equivariant morphismsX×G→
X × G over X. The following proposition gives an explicit description of the linearizations,
which leads to a classification of their isomorphy classes in terms of Galois cohomology:

Proposition 1.3.1. Let (G, X × G, X) be a trivial principal G-bundle, and let0 be a finite
group which operates on X.

1. Letϕσ ∈ Z1(0, G(X)) be a cocycle with coefficients in G(X); then the rule

X × G× 0 −→ X × G

(x, g, σ ) 7−→ (x, g) · σ = (x · σ, (ϕ−1
σ )(x)g)

defines a0-linearization of the bundle.

2. All 0-linearizations of(G, X × G, X) are isomorphic to a linearization of this kind, and
two linearizations are isomorphic if and only if the corresponding cocycles are cohomo-
loguous.

The proof of the proposition requires the following, easy

Lemma 1.3.2.All automorphisms of the trivial principal G-bundle(G, X × G, X) are of the
form

8 : X × G −→ X × G

(x, g) 7−→ (x, φ(x)g)

with φ ∈ G(X).
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Proof: The requirement that pr1 ◦8((x, g)) = pr1((x, g)) = x implies that there exists a mor-
phismφ̃ : X × G → G such that8((x, g)) = (x, φ̃(x, g)); furthermore, by the invariance of
8 under the action ofG one has(x, φ̃(x, g)) = (x, φ̃(x, 1G))g = (x, φ̃(x, 1G)g). If we set
φ(x) := φ̃(x, 1G), the lemma is proved.�

Proof of Proposition 1.3.1:

1. Let(x, g) ∈ X × G andσ, τ ∈ 0. Then we have

((x, g) · σ) · τ =
(

x · σ, (ϕσ )−1 (x)g
)
· τ =

(
x · σ · τ, (ϕτ )

−1 (x · σ) (ϕσ )−1 (x)g
)
=

=
(

x · σ · τ,
((

ϕσ
τ

)−1
(ϕσ )−1

)
(x)g

)
and from the cocycle relationϕστ = ϕσϕσ

τ we get(ϕστ )
−1 = (ϕσ

τ

)−1
(ϕσ )−1, and so

((x, g) · σ) · τ =
(

x · στ, (ϕστ )
−1 (x)g

)
= (x, g) · στ ,

where for f ∈ G(X) we denote byf σ ∈ G(X) the image off under right translation
of functions, given byf σ (x) = f (x · σ). This shows that the rule given above defines a
right action of0 on G× X, and it is furthermore clear that this action commutes with the
projection, i.e. that it is a linearization.

2. We proceed as follows: first, we show how to recover a cocycle{ϕσ }σ∈0 out of a0-
linearization; then, we check that to isomorphic linearizations belong cohomologuous
cocycles, and finally we show that the cocycle corresponding to the action given in 1.
really isϕσ .
Let (x, g, σ ) 7→ (x, g) ·σ be a0-linearization; denote by0(X, X×G) the set of sections
of the trivial principal bundle and define a map

0 × 0(X, X × G) −→ 0(X, X × G)

(σ, s) 7−→ σ ∗ s

by the rule(σ ∗ s)(x) := s(x · σ) · σ−1; it really maps to sections, since for a section
s ∈ 0(X, X × G) we have

pr1 ◦ (σ ∗ s) = pr1(s(x · σ) · σ−1) = pr1(s(x · σ)) · σ−1 = pr1(x)

by the0-equivariance of pr1, and furthermore it defines a left action of0 on0(X, X×G)

since

(σ ∗ (τ ∗ s))(x) = (τ ∗ s)(x · σ) · σ−1 = s(x · στ) · τ−1σ−1 = (στ ∗ s)(x) .
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Let nows1 ∈ 0(X, X × G) be the 1-section, defined by

s1 : X −→ X × G

x 7−→ (x, 1)

(where we denote by 1 the neutral element of the groupG). Since0(X, X × G) is a
principal homogeneousG(X)-space (see Remark 1.2.4), for eachσ ∈ 0 there exists
exactly one elementϕσ in G(X) such that

σ ∗ s1 = s1 ϕσ ,

i.e. (σ ∗s1)(x) = s1(x) ϕσ (x) for all x ∈ X. This way, we associate with the linearization
a collection{ϕσ }σ∈0 ⊆ G(X). We now claim that this is a 1-cocycle. Namely, consider
again the relation

(στ) ∗ s1 = σ ∗ (τ ∗ s1) ;
its left-hand side becomess1 ϕστ , while for the right-hand side we get

σ ∗ (τ ∗ s1) (x) = (τ ∗ s1) (x · σ) · σ−1 = s1(x · σ)ϕτ (x · σ) · σ−1 =
= (σ ∗ s1) (x) (ϕτ )

σ (x) = s1(x)ϕσ (x) (ϕτ )
σ (x)

and so the relationϕστ = ϕσ (ϕτ )
σ , which shows that{ϕσ }σ∈0 ∈ Z1(0, G(X)).

Assume now thatX × G admits two isomorphic linearizations

X × G× 0 −→ X × G

denoted respectively by
(x, g, σ ) 7−→ (x, g) · σ

and
(x, g, σ ) 7−→ (x, g)� σ .

This means that there exists aG-automorphism8 of X × G with

8((x, g) · σ) = 8((x, g))� σ

for all (x, g) ∈ X×G and allσ ∈ 0. Denote by ”∗” resp. ”?” the actions on0(X, X×G)

obtained out of ”·” resp. ”�”:

(σ ∗ s)(x) = s(x · σ) · σ−1 resp. (σ ? s)(x) = s(x · σ)� σ−1 ,

and by{ϕσ }σ∈0 resp.{ϕ′σ }σ∈0 the cocycles associated to the linearizations:

σ ∗ s1 = s1 ϕσ resp. σ ? s1 = s1 ϕ′σ .
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From the equivariance of the automorphism8 we get the relation

σ ? (8 ◦ s1) = 8 ◦ (σ ∗ s1) . (1.4)

Let us look at the left-hand side of (1.4): writing8((x, g)) = (x, φ(x)g) as in Lemma
1.3.2, we get

σ ? (8 ◦ s1) = (x · σ, φ(x · σ))� σ−1 = (x · σ, 1)φσ (x)� σ−1 =
=

(
(x · σ, 1)� σ−1

)
φσ (x) = (σ ? s1)(x)φσ (x) = s1(x)ϕ′σ (x)φσ (x)

(recall that the actions ofG and0 are supposed to commute). The right-hand side of (1.4)
becomes

8 ◦ (σ ∗ s1)(x) = 8 (s1(x)ϕσ (x)) = (8 ◦ s1(x)) ϕσ (x) =
= (x, φ(x))ϕσ (x) = s1(x) φ(x) ϕσ (x) .

By the effectivity of the action, we getϕ′σ φσ = φ ϕσ , i.e.

ϕσ = φ−1 ϕ′σ φσ :
to isomorphic bundles correspond cohomologuous cocycles.
On the other side, if{ϕσ }σ∈0 and{ϕ′σ }σ∈0 are cohomologuous cocycles, the morphism
φ ∈ G(X) allows one to ”reconstruct” the isomorphism8 as in Lemma 1.3.2. This shows
that there is a one-to-one correspondence between the isomorphic classes of0-linearized,
trivial principal G-bundles and the pointed setH1(0, G(X)).
Let now{ϕσ }σ∈0 ∈ Z1(0, G(X)) be a representant for a class inH1(0, G(X)) associated
to some0-linearization, and consider the new linearization given by means of the rule
(x, g) · σ := (x · σ, (ϕσ )−1(x)g). We compute the cocycle associated to it:

(σ ∗ s1) (x) = s1(x · σ) · σ−1 = (x · σ, 1) · σ−1 =
(

x · σ · σ−1,
(
ϕσ−1

)−1
(x · σ)

)
=

=
(

x,
(
ϕσ

σ−1

)−1
(x)
)
= (x, ϕσ (x)) = (x, 1)ϕσ (x) =

= s1(x)ϕσ (x) ,

since from the cocycle relation it follows that
(
ϕσ

σ−1

)−1 = ϕσ . The cocycle obtained out

of this action is again{ϕσ }σ∈0: this shows that the new linearization is isomorphic to the
original one and so, since this holds for any0-linearizations, that all0-linearizations are
isomorphic to a linearization as in 1.�

Recall from Proposition 1.2.5 that an ´etale covering can always be extended to a Galois one; this
implies that an isotrivial principalG-bundle(G, P, X) can always be supposed to be trivialized
over a Galois coveringX′ → X. Together with Proposition 1.3.1 and the preceding discussion
this implies the
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Corollary 1.3.3. Let (G, P, X) be an isotrivial principal fibre bundle. Then there is a Galois
covering X′ → X with Galois group0 over which the bundle becomes trivial, and a cocycle
{ϕσ }σ∈0 ∈ Z1(0, G(X′)) such that P is the geometric quotient of X′ × G for the action of0
given by

(x′, g) · σ = (x′ · σ, (ϕσ )−1 (x′)g) ,

with (x′, g) ∈ X′ × G andσ ∈ 0.

Note that ”our”(ϕσ )−1’s take the place of Serre’sϕσ ’s in [27], Prop. 1, pg. 1-09.

In order to prove thatGH (X) is an algebraic variety, we shall look at coverings ofG/H over
which the bundles become trivial; in particular, we shall work with Galois coverings. This
implies that we must be able to take quotients with respect to actions of finite groups. Since
the conditions of Proposition 1.2.3 of the orbits being affine is too troublesome in general, we
replace it by the following, stronger condition, sufficient for our purposes:

(F) Any finite subset is contained in an affine open subset.

This condition is not ”too” strong: it is satisfied for instance by quasiprojective varieties, since
one can always find some hyperplane which does not intersect a finite set of points, or by alge-
braic groups, since here it is possible to move hyperplanes away from finite sets (see also [28],
Ex. 1 and 2, pg. 59). Note that(F) would not make sense for a scheme over a finite field, as
shown by the counterexampleP1(F2).

We are now ready to prove the central result of this section, namely thatGH (X) is an algebraic
variety, if we restrict ourselves to varietiesX which satisfy the condition(F).

Theorem 1.3.4.Let G be a connected algebraic group and H an algebraic subgroup of G. Let
H act on the left on an algebraic variety X which satisfies(F). Then, GH (X) is a geometric
quotient for the action of H on G× X and the H-bundle(H, G × X, GH (X)) is a locally
isotrivial principal fibre bundle.

Proof: (See [27], Prop. 4, pg. 1-15 or [25], Thm. 4.19, pg. 195) We already saw thatGH (X)

carries in a natural way the structure of a quotient ringed space ofG × X by the action ofH .
We now show thatGH (X) is a variety, which can be covered by (finitely many) subvarieties
whose structure will make clear that the fibration is principal.
For this purpose, choose an open affine subsetU ⊆ G/H such that there is a Galois covering
U ′ → U over whichG becomes trivial: this gives rise to a commutative diagram

U ′ × H //

pr1
��

π−1(U)

��

� � // G

π

��
U ′ // U � � // G/H
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whereπ : G → G/H denotes again the quotient morphism. By Cor. 1.3.3, there exists a
cocycleϕσ ∈ Z1(0, H(U ′)) such thatπ−1(U) is the geometric quotient ofU ′ × H by the
action of0 given by(u′, h) · σ = (u′ · σ, (ϕσ )−1(u′)h) with u′ ∈ U ′, h ∈ H , σ ∈ 0.
We consider the covering given by

U ′ × H × X // π−1(U)× X
� � // G× X ;

it is Galois, if the action of0 onU ′ × H × X is the lifting of the action onU ′ × H :

(u′, h, x) · σ = (u′ · σ, (ϕσ )−1(u′)h, x) ,

with (u′, h, x) ∈ U ′ × H × X andσ ∈ 0. This induces an open embedding

(U ′ × H × X)/0
� � // G× X

of varieties; the quotient(U ′ × H × X)/0 is a variety sinceU ′ × H × X satisfies(F): U ′ is
affine, since it is finite over the affine varietyU , H is an algebraic group andX satisfies(F) by
hypothesis. Lifting the action ofH on G × X to U ′ × H × X gives the action

k(u′, h, x) = (u′, hk−1, kx)

with (u′, h, x) as above andk ∈ H . Note that the map

U ′ × H × X −→ U ′ × X

(u′, h, x) 7−→ (u′, hx)

defines a geometric quotient ofU ′ × H × X by H . The actions of0 and H on U ′ × H × X
commute, as can be immediately verified (the left and right translations ofH on itself commute).
This implies that the action ofH induces an action on the quotient(U ′ × H × X)/0, which
is therefore an open,H -invariant subvariety ofG × X. Taking the quotient byH , we get the
diagram

(U ′ × H × X)/0

��

� � // G× X

��
(U ′ × X)/0

� � // GH (X)

where the left vertical morphism can be explicitely described by the rule

(u′, h, x)0 7−→ (u′, hx)0 .

The space(U ′ × X)/0 is a variety, sinceU ′ × X satisfies(F). SinceG/H can be covered
by (finitely many) open subsets likeU , it follows that GH (X) admits a finite open cover of
varieties like(U ′ × X)/0. This shows thatGH (X) is an algebraic prevariety, since it follows
immediately that it can be covered by finitely manyaffinevarieties.



1.3. GALOIS COVERINGS AND ASSOCIATED FIBRE BUNDLES 31

In order to show thatGH (X) is itself a variety, we have to check its separatedness over Speck.
This is done as follows: by base extension ([12], Cor. 4.6(c), pg. 99),U ′ × X is separated over
U ′; from [9], IV, Seconde partie, Prop. (2.7.1), pg. 29 it follows thatU ′ × X/0 is separated
overU = U ′/0; since separatedness is a local condition ([12], Cor. 4.6(f), pg. 99), it follows
thatGH (X) is separated overG/H and with [12], Cor. 4.6(e), pg. 99 that it is separated over
Speck, sinceG/H is a variety and therefore separated.
In order to prove thatG× X is principal overGH (X), we just have to look at the diagram

U ′ × H × X

��

// (U ′ × H × X)/0

��
U ′ × X // (U ′ × X)/0

where the horizontal arrows denote quotients by0, while the vertical arrows denote quotients
by H . This shows that over the ´etale Galois coveringU ′ × X → (U ′ × X)/0 the fibration
G×X → GH (X) pulls back to(H,U ′×H×X,U ′×X). This means that(H, G×X, GH (X))

is a locally isotrivial principal bundle.�

The theorem, together with Prop. 1.2.4, implies thatGH (X) is a categorical quotient for the
action ofH on G× X in the category of algebraic varieties. Ifϕ is anH -equivariant morphism
between twoH -varieties, and we consider theH -equivariant composition of morphisms

q ◦ (IdG × ϕ) : G × X −→ GH (Y) ,

whereq : G × Y → GH (Y) denotes the natural projection, the universal property of the
categorical quotient implies the existence of a unique morphismGH (ϕ) : GH (X) → GH (Y)

which makes a commutative diagram

G× X
IdG×ϕ //

��

G× Y

��
GH (X)

GH (ϕ)// GH (Y)

,

thequotientof IdG × ϕ by H .

Theorem 1.3.5.GH ( · ) defines an additive functor from the category of H-varieties which
satisfy(F) to the category of varieties over G/H.

Proof: By construction, there is a morphismGH (X) → G/H . This shows thatGH (X) is a
variety overG/H . The discussion just above shows that ifϕ : X → Y is H -invariant, then
GH (ϕ) is a morphism overG/H .
Now let ψ : Y → Z be anotherH -invariant morphism betweenH -varieties; then, the mor-
phismGH (ψ) ◦GH (ϕ) satisfies the universal property for the quotient of IdG × (ψ ◦ ϕ) by H ,
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and therefore it follows from the uniqueness ofGH (ψ ◦ϕ) thatGH (ψ)◦GH (ϕ) = GH (ψ ◦ϕ).
The additivity ofGH ( · ) is proven as follows: let againX andY be H -varieties; for the trivial
G-bundleG× (X × Y) we have the canonical isomorphism

G× (X × Y) = (G × X)×G (G× Y) ;
taking the quotient by the action ofH , we get

GH (X × Y) = GH (X)×G/H GH (Y) :
the image of the direct product ofX andY is the fibered product overG/H of GH (X) and
GH (Y). This concludes the proof.�

Example 1.3.1.Let the notations be as above. ThenGH (H) ∼= G and the structure morphism
p : GH (H)→ G/H is the natural projectionπ : G→ G/H . Indeed, the map

ψ : G × H −→ G

(g, h) 7−→ gh

makesG into a geometric quotient ofG×H by the action ofH given byk(g, h) = (gk−1, kh):
it is surjective, and its fibres are exactly theH -orbits, since

ψ(g, h) = ψ(g′, h′) ⇐⇒ gh= g′h′ ,

and this is true if and only if(g′, h′) = (gk−1, kh) with k = h′h−1, i.e. if (g, h) and(g′, h′) lie
in the same orbit. The claim follows then from Theorem 1.2.2.

Example 1.3.2.GH (G) ∼= (G/H)×G with the structure morphism pr1 : (G/H)×G→ G/H .
In order to see this, consider the map

ψ : G × G −→ (G/H)× G

(g1, g2) 7−→ (π(g1), g1g2) ,

and proceed as above.

Example 1.3.3.Let X be a variety on whichH acts trivially. Then we have the relation
GH (X) ∼= (G/H)× X, and the structure morphism of the varietyGH (X) is the first projection
pr1 : (G/H)× X→ G/H . To prove this, consider the map

ψ : G × X −→ (G/H)× X

(g, x) 7−→ (π(g), x) ,

and proceed as above.
As special cases, we see immediately thatGH (G/H) ∼= (G/H)×(G/H), andGH (Spec(k)) ∼=
(G/H)× Spec(k) ∼= G/H , if G is defined overk.
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Before turning our attention to one further example, which will be the most important for us,
we collect two more results on associated bundles. For their proofs, we need the

Lemma 1.3.6.Let (G, P, X) and(G, P′, X′) be locally isotrivial principal fibre bundles, and
let f : X′ → X be a base change. Then, P′ ∼= f ∗P if and only if there exists a G-equivariant
morphism F: P′ → P such that the square

P′ F //

��

P

��
X′

f // X

is cartesian.

Proof: See [27], pg. 1-15.�

This implies that the diagram (1.3) on page 23 is in fact a cartesian square

G × X
q //

pr1
��

GH (X)

p
��

G
π // G/H

(1.5)

since now we know that both vertical arrows are locally isotrivial fibrations with fibreH .

Proposition 1.3.7.Let H be an algebraic subgroup of an algebraic group G, and let X and Y
be varieties satisfying(F) with an action of H.

1. If i : X ↪→ Y is an H-equivariant, open embedding, then

GH (i ) : GH (X) −→ GH (Y)

is an open embedding.

2. If X is complete (i.e. proper over the ground field k), then GH (X) is proper over G/H.

Proof:

1. The embeddingi induces an open,H -equivariant embedding

IdG × i : G × X ↪→ G× Y .

over G. Since the surjective morphismπ : G → G/H is flat, it follows from [9], IV,
Seconde partie, Prop. (2.7.1)(x), pg. 29 thatGH (i ) : GH (X) → GH (Y) is an open
embedding.
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2. If X is proper over Speck, it follows by base extension thatG × X is proper overG
([12], Cor. 4.8(c), pg. 102). Then, by [9], IV, Seconde partie, Prop. (2.7.1)(vii), pg. 29,
p : GH (X)→ G/H is a proper morphism.�

Let G be a connected algebraic group. Recall that, by Chevalley’s theorem, toG belongs an
exact sequence

0−→ L −→ G
π−→ A −→ 0

whereL is the largest connected linear subgroup ofG andA is an abelian variety. In the follow-
ing, we shall only be interested in the caseH = L, i.e. we shall study only associated bundles
of the formGL(X). Note that, sinceL is uniquely determined,GL(X) (resp.GL(ϕ)) depends
only on G and X (resp. G andϕ). Because of that, Knop and Lange in [14] use the notation
”G(X)” (resp. ”G(ϕ)”). We do not use this simplified notation here, in order to avoid confusion
with the ”functor of points”G( · ), which we used on page 20.
An equivariant completionof an algebraic groupG is a complete varietyG on whichG op-
erates, together with an open,G-equivariant embeddingG ↪→ G. Here, the groupG acts on
itself by left translation.
If L is an equivariant completion of the linear algebraic groupL, the embeddingi : L ↪→ L,
which is open, induces an open embedding

GL(i ) : G ∼= GL(L) ↪→ G := GL(L)

(if we assume thatL satisfies(F)). The varietyG is complete, since it is proper overA (see the
proposition above), and the abelian varietyA is projective, and so in particular proper overk
(see also [12], Cor. 4.8, pg. 102). Together with the observation that the action ofG on G× L
defined byg(g′, x) = (gg′, x) induces an action ofG on G, which leaves the open subvariety
G ∼= GL(L) invariant, we get the

Corollary 1.3.8. Let L be an equivariant completion of L, satisfying(F). Then,G = GL(L) is
an equivariant completion of G.

If the completion ofL is a compactification(i.e. if L is projective), the condition(F) holds
automatically. In §3.4, we shall show that an equivariant compactificationL of L exists, and
we shall give some hints on how it can be obtained explicitely.



Chapter 2

The projective embedding

In this chapter, we show how the equivariant completion constructed in Chapter 1 can be made
to be a projective variety. In particular, we show how ample and very ample line bundles can be
obtained on the completion.
The methods in this chapter are similar to [5] and [14], with the difference that we make inten-
sively use of the theory of faithfully flat descent.

2.1 Faithfully flat descent and linearization

In this section, we collect some results on the topic of faithfully flat descent which will be useful
later. Our exposition, especially at the beginning, is based on [3], §6.1 (which is essentially a
translation of [10]). We begin with a brief outline of the main ideas behind the descent theory
of coherent sheaves, and successively we take a look at the situation in the case of principal
fibre bundles. Finally, at the end of the section we collect some useful results on faithfully flat
morphisms.

The main problem of descent theory is the study of the inverse image functor (i.e. the ”pull-
back”) in a fibered category (see [10], pp. 190-02 and ff.). In our context, it translates as
follows: letπ : X→ Y be a morphism of varieties, and consider the functorF 7→ π∗F which
maps a quasicoherentOY-module to its inverse image underπ (see [12], pp. 109-110); then,
one wants to characterize the image ofπ∗: anOX-module (resp. a morphism ofOX-modules)
which lies in the image ofπ∗ is said todescendfrom X to Y.

Consider, forX and Y as above, the fibered productX ×Y X, with the natural projections
p1, p2 : X ×Y X → X. For any quasicoherentOX-moduleF , we call an isomorphismφ :
p∗1F → p∗2F acovering datumonF . The set of all pairs(F , φ) whereφ andF are as above
gives rise in a natural way to a categoryFcd(X, Y): a morphisms between two such objects
(F , φ) and(F ′, φ′) consists of a morphismϕ : F → F ′ of OX-modules which iscompatible

35
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with the covering data, i.e. such that the diagram

p∗1F
φ //

p∗1ϕ

��

p∗2F
p∗2ϕ

��
p∗1F ′

φ′ // p∗2F ′

(2.1)

commutes.
The pull-backπ∗G of a quasicoherentOY-moduleG with respect to the morphismπ admits a
covering datum in a natural way: it is given by the canonical isomorphism

p∗1
(
π∗G

) = (π ◦ p1)
∗G = (π ◦ p2)

∗G = p∗2
(
π∗G

)
.

Hence, we can considerπ∗ as a functor from the category of quasicoherentOX-modules to the
categoryFcd(X, Y).
If the morphismπ : X → Y is faithfully flat (i.e. flat and surjective), we have the following
result:

Proposition 2.1.1.Assume thatπ : X → Y is faithfully flat. Then, the functorG→ π∗G from
quasi-coherentOY-modules to quasi-coherentOX-modules with covering data is fully faithful.

Proof: See [3], Prop. 1, pg. 130. Note that the assumption of quasi-compactness is superfluos
here, since it is always satisfied by a morphism of varieties.�

The proposition states that, for any two quasi-coherentOY-modulesG andG′, π∗ describes a
bijective map between the set of morphisms betweenG andG′ and the set of morphisms be-
tween(π∗G, φG) and(π∗G′, φG′) in Fcd(X, Y), where we denote byφG resp.φG′ the canonical
covering datum forπ∗G resp.π∗G′.
It remains to find those objects(F , φ) in Ob(Fcd(X, Y)) which are in the image ofπ∗. A
necessary (but not sufficient) condition is the commutativity of

p∗12p∗1F
p∗12φ // p∗12p∗2F

p∗13p∗1F

p∗13φ %%LLLLLLLLLL
p∗23p∗1F

p∗23φyyrrrrrrrrrr

p∗13p∗2F p∗23p∗2F

(2.2)

(where the unspecified identities are canonical isomorphisms ofOX-modules). Let us namely
consider the diagram

X ×Y X ×Y X //
pi j //

// X ×Y X //
pk // X

π // Y (2.3)
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wherepi j , (i, j ) = (1, 2), (1, 3), (2, 3) denote the projectionsX×Y X×Y X→ X×Y X on the
i -th and j -th factors; if we setF := π∗G for a quasi-coherentOY-moduleG, the diagram (2.2)
is commutative because all appearing isomorphisms are canonical: the canonical isomorphism

φ : p∗1F = p∗1π
∗G ∼−→ p∗2π

∗G = p∗2F

plays the role of the covering datum, and it follows immediately thatp∗i j p∗1F ∼= p∗i j p∗2F canon-
ically.

A covering datumφ on a quasi-coherentOX-moduleF for which (2.2) is commutative is said
to be adescent datumonF . The relation

p∗13φ = p∗23φ ◦ p∗12φ

satisfied byφ is called thecocycle condition. We denote byFdd(X, Y) the category of the pairs
(F , φ) whereF is a quasicoherentOX-module andφ a descent datum onF , together with the
morphisms which are compatible with the data. The discussion above implies thatπ∗ can be
seen in a natural way as a functor toFdd(X, Y).
A descent datumφ on F is said to beeffectiveif (F , φ) ∈ Ob(Fdd(X, Y)) is isomorphic to
π∗G together with its canonical descent datum for some quasicoherentOX-moduleG. If every
descent datum is effective, the morphismπ is said to be astrict descent morphism.

Theorem 2.1.2 (Grothendieck).Let π : X → Y be a faithfully flat morphism of varieties.
Then,π is a strict descent morphism for quasi-coherentOX-modules.

Proof: See [3], Thm. 4, pg. 134.�

The theorem shows that, ifπ : X → Y is faithfully flat, the category of quasi-coherentOY-
modules is equivalent toFdd(X, Y): it amounts to the same to give a quasi-coherentOY-module
or a quasi-coherentOX-module equipped with a descent datum.

We reformulate now the descent problem in a special setting. Namely, we let(G, X, Y) be a
(left) principal fibre bundle. Then, the projectionπ : X → Y is faithfully flat, and one could
ask oneself whether the isomorphism

f : G× X −→ X ×Y X

(g, x) 7−→ (gx, x)

makes it possible to express descent data and cocycle conditions in terms of sheaves onG× X.
As we are now going to show, this leads in a natural way to considerG-linearizedOX-modules.
Denote byσ : G×X → X the action ofG on X and byq2 : G×X→ X the second projection.
A linearizationof a quasi-coherentOX-moduleF is an isomorphism

ψ : σ ∗F ∼−→ q∗2F
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of sheaves onG× X which satisfies a condition which is expressed by the commutativity of

[σ ◦ (IdG × σ)]∗F (IdG×σ)∗ψ // [q2 ◦ (IdG × σ)]∗F

[σ ◦ (µ× IdX)]∗F
(µ×IdX)∗ψ **UUUUUUUUUUUUUUUU

[σ ◦ q23]∗F
q∗23ψuukkkkkkkkkkkkkk

[q2 ◦ (µ× IdX)]∗F [q2 ◦ q23]∗F
(2.4)

whereq1 : G×X→ G, q2 : G×X→ X, q12 : G×G×X→ G×G, q13 : G×G×X→ G×X,
q23 : G × G × X → G × X are the usual projection maps in the different components,
µ : G × G→ G is the product morphism and the equalities denote canonical isomorphisms.

Remark2.1.1. Let g be an element ofG. If we restrict the isomorphismψ to the subvariety{g}×
X (which is canonically identified withX), and we denote byσg : X → X the automorphism
of X given byx 7→ σ(g, x), we get an isomorphism

ψg : σ ∗gF
∼−→ F ,

and the cocycle condition translates into the commutativity of

σ ∗ghF
ψgh //

σ ∗h ψg ##FFFFFFFF
F

σ ∗gF
ψh

>>||||||||

(2.5)

for eachg, h ∈ G, i.e. ψgh = ψh ◦ σ ∗h ψg (see also [23], pp. 30/31).
If F = OX andσ is the trivial linearization ofOX, ψg is just the transposed homomorphism

(see [9], I, 4.4.3, pg. 100) to the morphismτ ]
g described in Remark 1.2.1.

The family consisting of all pairs(F , ψ) whereF is a quasi-coherentOX-module andψ is a
linearization ofF builds a category whose morphisms are given by morphismsϕ : F → F ′
betweenG-linearizedOX-modules which arecompatible with the linearization, i.e. which make
the diagram

σ ∗F
φ //

σ ∗ϕ
��

q∗2F

q∗2ϕ

��
σ ∗F ′

φ′ // q2F
′

(2.6)

commute, whereφ′ is aG-linearization forF ′. We denote this category byFG(X).
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Proposition 2.1.3.Let(G, X, Y) be a principal fibre bundle. Then the two categoriesFdd(X, Y)

andFG(X) are equivalent: to each descent datum on anOX-moduleF corresponds exactly a
G-linearization ofF , and a morphism ofOX-modules is compatible with the descent datum if
and only if it is compatible with the corresponding linearization.

Proof: Let f : G × X → X ×Y X be the isomorphism cited above, and let(F , φ) ∈
Ob(Fdd(X, Y)) be a quasi-coherentOX-module equipped with a descent datum. We prove
first thatψ := f ∗φ is an isomorphism of sheaves onG × X which satisfies the condition for
a linearization, and then that a morphismϕ : F → F ′ which is compatible with the descent
datumφ is also compatible with the linearizationψ .
Since f : G× X→ X ×Y X is an isomorphism, the morphism

g : G× G × X −→ X ×Y X ×Y X

(g1, g2, x) 7−→ (g1g2x, g2x, x)

is an isomorphism, too. Consider the diagrams

G × G × X //
r i j //

//

g
��

G × X

f
��

//
rk // X

π // Y

X ×Y X ×Y X //
pi j //

// X ×Y X //
pk // X

π // Y

(2.7)

wherepi j resp.pk are the natural projections on the(i, j )-th resp.k-th factorX ×Y X resp.X.
We want to determine morphisms

ri j : G × G× X −→ G × X ,

for (i, j ) = (1, 2), (1, 3), (2, 3) resp. morphisms

rk : G× X −→ X

for k = 1, 2 which make the diagrams commutative for each pair(i, j ) as above and fork =
1, 2. These are easily found: we set

r12(g1, g2, x) := (g1, g2x) , i.e. r12 = IdG × σ

r13(g1, g2, x) := (g1g2, x) , i.e. r13 = µ× IdX

r23(g1, g2, x) := (g2, x) , i.e. r23 = q23

resp.

r1(g, x) := gx , i.e. r1 = σ

r2(g, x) := x , i.e. r2 = q2 .
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The commutativity of the diagrams (2.7) will allow us to prove all required relations forψ . First
of all, from the canonical isomorphisms

f ∗p∗1F ∼= r ∗1F = σ ∗F

and
f ∗p∗2F ∼= r ∗2F = q∗2F

it follows that
ψ = f ∗φ : f ∗p∗1F −→ f ∗p∗2F

defines in a natural way an isomorphismσ ∗F ψ→ q∗2F ; in order to show thatψ is a linearization
of F , we apply the functorg∗ (inverse image of modules) to the commutative diagram (2.2), and
we use the relations between the different morphisms given by (2.7). We get the commutative
diagram

(r1 ◦ r12)
∗F

r ∗12 f ∗φ
// (r2 ◦ r12)

∗F

(r1 ◦ r13)
∗F

r ∗13 f ∗φ ((QQQQQQQQQQQQ (r1 ◦ r23)
∗F

r ∗23 f ∗φvvmmmmmmmmmmmm

(r2 ◦ r13)
∗F (r2 ◦ r23)

∗F

.

Now, if write out explicitely all morphismsri j andrk, we see immediately that this diagram is
nothing else than (2.4). This means thatψ is a linearization ofF .
If ϕ : F → F ′ is a morphism ofOX-modules which is compatible with descent dataφ resp.φ′
for F resp.F ′, applying the functorf ∗ to the diagram (2.1) gives us the commutative diagram

r ∗1F
f ∗φ //

r ∗1ϕ

��

r ∗2F

r ∗2ϕ

��
r ∗1F ′ f ∗φ′ // r ∗2F ′

which is exactly (2.6), sincef ∗φ = ψ , r1 = σ andr2 = q2. This shows thatϕ is also compati-
ble with the linearization.
The proof works also the other way around; namely, if(F , ψ) is a G-linearized sheaf and if
h : X×Y X→ G×X is the inverse isomorphism tof , one shows exactly as above (it is enough
to reverse the vertical arrows in (2.7)) thath∗ψ is a descent datum forF , and that a morphism
which is compatible with the linearizations is also compatible with the descent datum.
This proves thatFdd(X, Y) andFG(X) are equivalent categories.�

Applying Theorem 2.1.2 here gives the result that theG-linearized bundles onX are exactly
those which ”descend” toY, i.e. we have the
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Corollary 2.1.4. Let (G, X, Y) be a principal bundle with projection morphismπ : X → Y.
Then, a coherentOX-moduleF admits a G-linearization if and only ifF ∼= π∗G for a qua-
sicoherentOY-moduleG, and a morphismϕ between G-linearizedOX-modules is compatible
with the linearizations if and only ifϕ = π∗φ for a morphismφ between the corresponding
OY-modules.

As announced, we conclude this section with some more results on the faithfully flat morphisms.
In particular, we are interested in those sheaf-theoretical properties which descend by means of
such a map. The first one, which is maybe the most important for us, is the fact of being a vector
bundle:

Lemma 2.1.5.Let π : X → Y be a faithfully flat morphism of varieties. LetF be a quasico-
herentOY-module. Then,F is locally free of rank n if and only ifπ∗F is.

Proof: See [9], IV, Seconde Partie, Prop. (2.5.2)(iv), pg. 22.�

The lemma implies, for instance, that it is possible to obtain invertible sheaves onY from
invertible sheaves onX by means of a descent datum.

Remark2.1.2. Consider the category whose objects areinvertiblesheaves onX equipped with a
G-linearization, and whose morphisms are those which are compatible with the linearizations.
Proposition 2.1.3 shows that, for a principal bundle(G, X, Y), this category is equivalent to
the category of invertible sheaves with a descent datum. If we denote by PicG(X) the group of
isomorphic classes ofG-linearized line bundles, descent theory shows that Pic(Y) ∼= PicG(X)

(i.e. the linearized line bundles are those which descend to the quotient), as one could expect
(see also [21], §1.3). Note that, since a line bundle might admit more than just one linearization,
the natural map PicG(X) → Pic(X) is in generalnot injective. This means that we cannot
consider PicG(X) as a subgroup of Pic(X). In [21], §1.3, a criterium is given for this map to be
injective.

Now that we know that line bundles descend to line bundles, we could ask ourselves how well do
ampleness and very ampleness behave with respect to to faithfully flat morphisms; the answer
is given by the following

Lemma 2.1.6.Let f : X → Y be a faithfully flat morphism of varieties. Let g: Z → Y be
another morphism of varieties. Consider the pull-back diagram

Z ×Y X //

g′
��

Z

g
��

X
f // Y

.

An invertible sheafL on Z is ample (resp. very ample) relatively to g if and only if its inverse
image on Z×Y X is ample (resp. very ample) relatively to g′.
Proof: See [9], IV, Seconde partie, Cor. (2.7.2), pg. 32.�
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2.2 Constructing sheaves on an associated bundle

We have already mentioned the fact that a varietyGL(X) constructed out of a projective variety
X can be shown to be itself projective. In order to obtain this result, we have to construct a
very ample invertible sheaf onGL(X). It is therefore of great importance for us to know how
sheaves onGL(X) can be obtained. In this section, starting with a quasi-coherent sheafL on
an L-variety X, equipped with a linearization with respect to the action of the linear algebraic
group L, we show how to construct a sheafGL(L) on the associated bundleGL(X). If the
sheafL is locally free (i.e. avector bundleover X), F. Knop and H. Lange in [14] solve the
problem as follows: they considerL as ageometricvector bundle (i.e. a varietyV over X
with ”linear coordinate change”, see [12], Ex. 5.18, pg. 128) and they construct the associated
bundleGL(V), which they show to be in a natural way a geometric vector bundle onGL(X).
This amounts to take the quotient ofG× V = p∗2V by an action ofL, wherep2 : G× X→ X
is the second projection.
Our approach here is slightly different (although fully equivalent, for vector bundles): we show
that the inverse imagep∗2L on G × X of an L-linearized sheaf onX admits in a natural way
an L-linearization, and so that it ”descends” naturally to a sheafGL(L) on GL(X). In the next
section we shall then show how to useGL(L) in order to construct a projective embedding of
GL(X).

The core of this section is already contained in the next proposition, which is a direct application
of the descent theory of the previous section.

Proposition 2.2.1.Let G be a connected algebraic group, and L its largest connected linear
subgroup. Let X be a quasiprojective L-variety, andL an L-linearized quasi-coherent sheaf
on X. Denote by q: G × X → GL(X) the quotient map, and by p2 : G × X → X the second
projection. Then, there exists a quasi-coherent sheaf GL(L) on GL(X) such that

q∗GL(L) ∼= p∗2L .

Furthermore, letM be another L-linearized quasi-coherent sheaf on X, and f: L → M
a morphism of sheaves, compatible with the linearizations. Then, there exists a morphism
GL( f ) : GL(L)→ GL(M) such that q∗GL ( f ) ∼= p∗2 f .

Proof: The morphismq : G × X → GL(X) is a strict descent morphism for the category of
quasi-coherent sheaves onG× X, since it is surjective and flat (G× X → GL(X) is a principal
fibre bundle, as shown in Theorem 1.3.4). Hence, in order to ”descend” fromG× X to GL(X)

we shall need a descent datum, or, as we showed in the previous section, anL-linearization of
p∗2L. Recall thatGL(X) is the quotient ofG × X by the action ofL given by

L × G× X −→ G× X

(l , g, x) 7−→ (gl−1, lx) ;
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furthermore, the second projection

p2 : G× X −→ X

is equivariant with respect to this action. Hence, the proposition follows from the more general
lemma that we prove just below.�

Lemma 2.2.2.Let L be an algebraic group, and f: Z → X be an L-equivariant morphism
between L-varieties. LetL be a quasicoherent sheaf on X equipped with an L-linearization
ψ . Then, theOZ-module f∗L admits in a natural way an L-linearization. Furthermore, a
morphismϕ : L→M between linearized sheaves which is compatible with the linearizations
pulls back to a morphism f∗ϕ which is compatible with the corresponding linearizations for
f ∗L and f∗M.

Proof: Let us denote by
σ : L × X −→ X

and
µ : L × Z −→ Z

the actions ofL on X and Z respectively. The equivariance off is then expressed by the
relation

f ◦ µ = σ ◦ (IdL × f ) : L × Z −→ X ,

where IdL is the identity map onL. We want to show that the isomorphism of sheaves onL× Z
given by

ψ := (IdL × f )∗ψ : (IdL × f )∗σ ∗L = µ∗
(

f ∗L
) ∼−→ q∗2

(
f ∗L

) = (IdL × f )∗p∗2L

is a linearization off ∗L (whereq2 : L × Z → Z is the projection on the second factor and we
denote by ”=” the canonical isomorphisms). In order to do this, we have to show that it satisfies
the cocycle condition, which in this case amounts to the relation

(m× IdZ)∗ψ = q∗23ψ ◦ (IdL × µ)∗ψ

(whereq23 : L × L × Z → L × Z is the projection on the second and third factors,m :
L×L → L is the product morphism onL and IdZ is the identity map onZ). But straightforward
calculations show that

(m× IdZ)∗ψ = (IdL × IdL × f )∗(m× IdX)∗ψ
q∗23ψ = (IdL × IdL × f )∗p∗23ψ

(IdL × µ)∗ψ = (IdL × IdL × f )∗(IdL × σ)∗ψ
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(wherep23 : L × L × X → L × X is the projection on the second and third factors), and so
that the cocycle condition forψ follows from the cocycle condition forψ by functoriality.
Now let L andM be L-linearized quasi-coherent sheaves onX, andψL resp. ψM be lin-
earizations forf ∗L resp. f ∗M as above. Then, the sheaf morphismf ∗ϕ : f ∗L → f ∗M is
compatible with the linearization if and only if the square diagram

µ∗ ( f ∗L)
ψL //

µ∗( f ∗ϕ)

��

q∗2 ( f ∗L)

q∗2( f ∗ϕ)

��
µ∗ ( f ∗M)

ψM // q∗2 ( f ∗M)

is commutative. But this follows by functoriality from the corresponding diagram for the mor-
phismϕ, together with the relationsµ∗ f ∗ = (IdL × f )∗σ ∗ andq∗2 f ∗ = (IdL × f )∗p∗2. �

The mapGL( · ) admits also a functorial interpretation:

Corollary 2.2.3. Let the notations be as in Prop. 2.2.1. Then, the mapL 7→ GL(L) is an exact
(covariant) functor between the category of L-linearized, quasi-coherent sheaves on X and the
category of quasi-coherent sheaves on GL(X). Furthermore, ifL and M are L-linearized,
quasi-coherent sheaves on X,L⊗M is linearized in a natural way, and

GL(L⊗OX M) ∼= GL(L)⊗OGL (X)
GL(M) .

Proof: Let f : L1→ L2 andg : L2→ L3 be morphisms betweenL-linearizedOX-modules
which are compatible with the linearizations. Then, the same holds forg ◦ f : L1→ L3, and
from p∗2(g ◦ f ) = p∗2g ◦ p∗2 f it follows thatGL(g ◦ f ) = GL(g) ◦ GL( f ).
Now let

0 // L
ϕ // L′

ϕ′ // L′′ // 0

be an exact sequence ofL-linearized, quasi-coherent sheaves onX; since the second projection
p2 : G× X→ X is a flat morphism, this induces an exact sequence

0 // p∗2L
p∗2ϕ

// p∗2L′
p∗2ϕ′

// p∗2L′′ // 0

of L-linearized sheaves andL-morphisms onG× X. Now, since taking inverse images with re-
spect toq : G × X → GL(X) defines an equivalence of categories between quasi-coherent
sheaves onGL(X) and L-linearized, quasi-coherent sheaves onG × X, there are sheaves
GL(L), GL(L′) and GL(L′′) on GL(X) with q∗GL(L) ∼= p∗2L, q∗GL(L′) ∼= p∗2L′ and
q∗GL(L′′) ∼= p∗2L′′ and an exact sequence

0 // GL(L)
GL (ϕ)// GL(L′) GL (ϕ′)// GL(L′′) // 0
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on X.
Finally, letL andM be quasicoherentOX-modules, with linearizationsψL resp.ψM. A natural
linearization forL⊗M is then given by

ψL ⊗ ψM : σ ∗L⊗ σ ∗M = σ ∗(L⊗M) −→ p∗2(L⊗M) = p∗2L⊗ p∗2M .

The last claim then follows, sinceq∗G (L⊗M) ∼= p∗2(L⊗M) andq∗ (GL(L)⊗ GL(M)) =
q∗GL(L)⊗q∗GL(M) ∼= p∗2L⊗ p∗2M, both compatibly with the linearizations, andp∗2(L⊗M)

is canonically isomorphic top∗2L⊗ p∗2M. �

A consequence of the exactness of the functorGL( · ) is that, for a quotientL1/L2 of L-
linearized sheaves, one hasGL(L1/L2) ∼= GL(L1)/GL(L2). In particular, if anL-linearized
sheafL is generated by its global sections, it is a quotient of the free sheafO⊕n

X (see [12], pg.
121), which carries in a natural way a linearization. Followingly,GL(L) is a quotient of the
free sheafO⊕n

GL (X), and so generated by its global sections.

Let V be a vector space overk. Then, via the functorV 7→ V∼ (which is an equivalence of
categories, see [12], pp. 110 and ff.),V gives rise in a natural way to a vector bundle over
Spec(k). We letL act trivially on Spec(k), and we consider a linearizationψ of V∼. Then, for
each` ∈ L, to the automorphismψ` : V∼ → V∼ of OSpec(k)-modules corresponds in a unique
way an automorphismσ(`) : V → V of k-vector spaces. The commutative diagram (2.5), pg.
38 translates then into the diagram

V
σ(`1`2) //

σ(`2)   @@@@@@@ V

V
σ(`1)

>>~~~~~~~

(recall that the transition fromV to V∼ is contravariant, so that we have to reverse the arrows).
This means that the rule(`, x) 7→ σ(`)x defines alinear actionof L on V . Hence, a lineariza-
tion of V∼ is equivalent to a linear representation ofV .
For such a vector bundleV∼, the associated bundleGL(V∼) is a sheaf onGL(Spec(k)), which
is canonically identified withA. This shows how it is possible to produce vector bundles on the
abelian varietyA out of linear representations ofL.

The following proposition illustrates the meaning of the vector bundles constructed out of the
representation ofL in the cohomology of anL-linearized invertible sheaf (as in [5], Beispiel 4,
pg. 180 and [14], Prop. 1.8, pg. 558):

Proposition 2.2.4.Let X be a projective L-variety, andL an L-linearized invertible sheaf on
X. Denote as usual by p: GL(X)→ A the projection. Then, there is a natural isomorphism

Ri p∗GL(L) ∼= GL(Hi (X, L)∼) (2.8)
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of vector bundles on A. In particular, for i= 0,

p∗GL(L) ∼= GL(H0(X, L)∼) .

Hence, the direct image of GL (L) on the abelian variety A is a vector bundle of rank equal to
dim(H0(X, L)).

Proof: We show that both sides of (2.8) pull back under the natural projectionπ : G → A to
the sameL-linearized vector bundle onG. The claim then follows from the theory of faithfully
flat descent, since(L , G, A) is a principal fibre bundle.
Let us consider first the right-hand side of (2.8): we see immediately, from the definition of
GL( · ), that

π∗
(
GL(Hi (X, L)∼)

) ∼= pr∗2 Hi (X, L)∼ ,

wherepr2 : G × Spec(k)→ Spec(k) is the second projection. Now, since under the canonical
identificationG × Spec(k)

∼→ G the mappr2 coincides with the structure morphismϕG of G
over Spec(k), it follows that

π∗
(
GL(Hi (X, L)∼)

) ∼= ϕ∗G Hi (X, L)∼ ,

i.e. thatGL(Hi (X, L)∼) pulls back to the trivialHi (X, L)-bundle overG together with the
L-linearization induced by the action ofL on the cohomology.
In order to deal with the left-hand side, we consider the square

G× X
q //

p1

��

GL(X)

p
��

G
π // A

;

together with [12], Prop. 9.3, pg. 255 (”cohomology commutes with flat base change”), it
shows that there is a natural isomorphism

π∗Ri p∗GL(L) ∼= Ri p1∗
(
q∗GL(L)

)
.

Now, sinceq∗GL(L) ∼= p∗2L by definition ofGL( · ), wherep2 : G × X → X is the second
projection, we get

Ri p1∗
(
q∗GL(L)

) ∼= Ri p1∗
(
p∗2L

) ;
by another application of [12], Prop. 9.3, this time to the square

G× X
p2 //

p1

��

X

ϕX
��

G
ϕG // Spec(k)
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we obtain the relation

π∗Ri p∗GL(L) ∼= ϕ∗G
(
Ri ϕX∗L

) = ϕ∗G Hi (X, L)∼ .

This shows that bothπ∗Ri p∗GL(L) andπ∗GL(Hi (X, L)∼) amount to the sameL-linearized
(trivial) vector bundle onG, and with that the proof is concluded.�

Remark2.2.1. Proposition 2.2.4 can be restated in terms of the functorGL( · ): recalling that
p = GL(ϕX), (2.8) translates into

Ri GL(ϕX)∗GL(L) ∼= GL(Ri ϕX∗L) .

2.3 Ample and very ample line bundles

The aim of this section will be the study of sheaf-theoretical properties of a line bundleGL(L)

constructed as above out of anL-linearized line bundle on theL-variety X. In particular, we
shall show how to obtain ample and very ample line bundles on the varietyGL(X) out of it.
We shall begin with some ineffective results, obtained from general facts in algebraic geometry,
and then improve them using the methods of [5].

Let us briefly recall some definitions. Letq : X → Y be a morphism of varieties, andL an
invertible sheaf onX. The sheafL is said to bevery ample with respect toq (or very ample
over Y), if there exist a quasi-coherentOY-moduleξ and an immersioni : X ↪→ P(ξ) over
Y such thatL is isomorphic toi ∗OP(ξ)(1). The sheafL is said to beample with respect to
q (or ample overY) if L⊗n is very ample with respect toq for some positive integern. This
definition of relative very ampleness, taken from EGA (see [9], II, pg. 79), is not equivalent to
the one that can be found in Hartshorne’s book ([12], pg. 120), which requiresξ = O⊕n

Y for
somen (i.e. P(ξ) = Pn

Y). Here we must adopt Grothendieck’s technically more complicated
definition in order to be able to apply his results from [9], IV and [10] (which would not be
available otherwise). Note that Hartshorne’s and Grothendieck’s notions of ”very ample over
k” coincide, since a quasi-coherentOSpeck-moduleξ corresponds to ak-vector space, and so
P(ξ) ∼= Pn

k for somen.
The following technical result will be useful later:

Lemma 2.3.1.Let q : X→ Y be a morphism of varieties, andL an invertible sheaf on X, very
ample with respect to q. Then, q∗L is a quasi-coherentOY-module and there exists a closed
immersion i: X ↪→ P(q∗L) over Y such thatL ∼= i ∗OP(q∗L)(1).

Proof: See [9], II, pp. 79-80.�
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The lemma states that (in our case of varieties) very ampleness can be defined by means of the
sheafξ = q∗L.

We are now ready to state the first result of this section. Our notations are the same as in the
previous one:G is a connected algebraic group,L its largest linear and connected algebraic
subgroup,A the abelian varietyG/L andGL(X) resp.GL(L) the fibre bundle overA associ-
ated to anL-varietyX resp. the line bundle onGL(X) associated to anL-linearized line bundle
L on X.

Lemma 2.3.2.Assume thatL is ample (resp. very ample) on X. Then, the line bundle GL(L)

is relatively ample (resp. relatively very ample) with respect to the natural projection p:
GL(X)→ A.

Proof: Let L be ample onX, i.e. ample relatively to the structure morphismX → Spec(k).
Since relative ampleness is stable under base change (see [9], Vol. II, Prop. (4.6.13)(iii), pg.
91), it follows thatp∗2L is ample relatively top1 : G × X → G. From Lemma 2.1.6, together
with the cartesian diagram

G × X //

��

GL(X)

��
G // A

it follows thatGL(L) is ample relatively top : GL(X)→ A. If L is very ample, the proof is
the same, with [9], Vol. II, Prop. (4.4.10) instead of [9], Vol. II, Prop. (4.6.13).�

The lemma shows that, in general, the line bundleGL(L) is not enough for a projective em-
bedding ofGL(X), since it is only very ample overA. In order to get a very ample line bundle,
we have to consider sheaves of the typep∗L0⊗GL(L), whereL0 is a sheaf onA. That is, we
shall consider the map

Pic(A)× PicL(X) −→ Pic(GL(X))

(L0, L) 7−→ p∗L0⊗ GL(L) .

Lemma 2.3.3.

1. LetL0 be ample on A, and letL be ample on X. Then, there is a natural number n0 such
that

p∗L⊗n
0 ⊗ GL(L)

is ample on GL(X) for all n ≥ n0.

2. Let L0 be very ample on A, and letL be very ample on X. Then, there is a natural
number n0 such that

p∗L⊗n
0 ⊗ GL(L)

is very ample on GL(X) for all n ≥ n0.
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Proof:

1. SinceGL(L) is ample relatively top : GL(X) → A, it follows from [9], Vol. II, Prop.
(4.6.13)(ii), pg. 91 thatp∗L⊗n

0 ⊗ GL(L) is ample relatively to Spec(k), i.e. ample, ifn
is large enough.

2. The statement is again a consequence of Lemma 2.3.2, together with [9], Vol. II, Prop.
(4.4.10).�

Lemma 2.3.3 is enough in order to show thatGL(X) is a projective variety, ifX is projective and
L is an ample,L-linearized bundle. But it does not give any information onn0: our next aim
is to show that this number can be chosen to be equal to one. This is proven for commutative
algebraic groups in [5], but the commutativity does not play a special role in the proof. The
idea is to embedGL(X) in the projective space bundleP(F ), whereF is the direct image of
GL(L) on the abelian varietyA, and to use the properties ofF to construct a very ample line
bundle onP(F ).
We begin by recalling some definitions. A vector bundleV on an abelian varietyA is said to be
homogeneous, if T∗x V ∼= V for all x ∈ A. In particular, Pic0(A) consists of the homogeneous
line bundles (see [21]). A vector bundleU is said to beunipotent, if it admits a filtration

0= U0 ⊂ U1 ⊂ . . . ⊂ Un = U

such thatUi /Ui−1
∼= OA for i = 1, . . . , n (clearly,n = rank(U)). We will denote by U(A)

the set of all unipotent vector bundles onA.
All homogeneous vector bundles on an abelian variety can be constructed out of homogeneous
line bundles and unipotent vector bundles as follows:

Theorem 2.3.4 (Matsushima, Morimoto, Miyanishi, Mukai). Let V be a vector bundle on
an abelian variety A. Then, the following conditions are equivalent:

1. V is homogeneous ;

2. there exist line bundlesPi in Pic0(A) and vector bundlesUi ∈ U(A), i = 1, . . . , m such
that

V ∼=
m⊕

i=1

(Pi ⊗Ui ) .

Proof: See [20], Thm. 4.17, pg. 256.�

Remark2.3.1. Keeping the notation of the theorem, it is clear that

rank(V) =
m∑

i=1

rank(Ui ) .
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By the following proposition, Theorem 2.3.4 applies to the vector bundlep∗GL (L):

Proposition 2.3.5.Let L be an L-linearized, invertible sheaf on the projective L-variety X.
Then the vector bundle p∗GL(L) on A is homogeneous.

Proof: Let Tx : A→ A denote translation on the abelian varietyA by x ∈ A. Our aim is to
show thatT∗x p∗GL(L) ∼= p∗GL(L) for all x ∈ A.
First of all, let us fix some notations. Denote byτg : G → G left translation onG by an
elementg; this map induces the translation mapτG×X

g := τg × IdX : G× X→ G× X, which

is compatible with the action ofL, and so a mapτGL (X)
g : GL(X)→ GL(X): the commutative

square

G × X
τG×X

g //

q
��

G × X

q
��

GL(X)
τ

GL (X)
g // GL(X)

shows that the relation
τGL (X)

g ◦ q = q ◦ τG×X
g (2.9)

holds, whereq : G × X → GL(X) denotes the quotient map. Consider furthermore the
commutative diagram

G × X
p1 //

q
��

G
π // A

GL(X)

p

66mmmmmmmmmmmmmmm

;

the morphisms
Tπ(g) ◦ p : GL(X) −→ A

and
p ◦ τGL (X)

g : GL(X) −→ A

pull back by means ofq : G× X→ GL(X) to the sameL-equivariant morphismG× X→ A:(
Tπ(g) ◦ p

) ◦ q = Tπ(g) ◦ (π ◦ p1) = (π ◦ p1) ◦ τG×X
g =

= p ◦
(
q ◦ τG×X

g

)
=
(

p ◦ τGL (X)
g

)
◦ q

and by the universal property of the quotientG×X → GL(X) it follows that they are the same:
we get the relation

Tπ(g) ◦ p = p ◦ τGL (X)
g . (2.10)

Let L be as above, andL′ := p∗2L be its inverse image onG×X, with the natural linearization
obtained out of theL-linearization ofL as in Prop. 2.2.1. As we have already seen, there is a
natural isomorphism

L′ ∼= q∗GL(L) (2.11)
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of L-linearized bundles onG×X. This gives rise, by means of Lemma 2.2.2, to an isomorphism(
τG×X

g

)∗
L′ ∼=

(
τG×X

g

)∗
q∗GL(L) , (2.12)

again compatibly with linearizations. Sincep2 ◦ τG×X
g = p2, the left-hand side of (2.12)

becomes (
τG×X

g

)∗
L′ ∼=

(
τG×X

g

)∗
p∗2L ∼= p∗2L = L′

canonically, and so it isL-isomorphic toq∗GL(L) by (2.11). Furthermore, an application of
(2.9) to the right-hand side of (2.12) yields the canonical homomorphism(

τG×X
g

)∗
q∗GL(L) ∼= q∗

(
τGL (X)

g

)∗
GL(L) ,

so that (2.12) becomes an isomorphism

q∗GL(L) ∼= q∗
(
τGL (X)

g

)∗
GL(L)

of L-linearized sheaves onG× X, which descends in a natural way to to an isomorphism

GL(L) ∼=
(
τGL (X)

g

)∗
GL(L) . (2.13)

Let us now consider the relation (2.10): it amounts to the commutativity of the square

GL(X)
τ

GL (X)
g //

p
��

GL(X)

p
��

A
Tπ(g) // A

. (2.14)

From the relation (2.13), we getp∗
(
τ

GL (X)
g

)∗
GL(L) ∼= p∗GL(L). Proposition 9.3, pg. 255

of [12] states that the higher direct image functorRi p∗ commutes with a flat morphism of the
base; in particular, since the direct image functorp∗ coincides withR0p∗, it follows from the
commutative square (2.14) that

p∗
(
τGL (X)

g

)∗
GL(L) ∼= T∗π(g) p∗GL(L)

holds, and so that
T∗π(g) p∗GL(L) ∼= p∗GL(L)

holds for allg ∈ G; sinceπ : G→ A is surjective, this has the consequence that

T∗x p∗GL(L) ∼= p∗GL(L)
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for all x ∈ A, i.e. p∗GL(L) is homogeneous.�

Together with Theorem 2.3.4, the lemma gives an additive decomposition

p∗GL(L) ∼=
⊕

i

(Pi ⊗Wi ) , Pi ∈ Pic0(A) , Wi ∈ U(A) .

This fact can be restated as follows (see also [14], §1 and [5], §II.1):

Corollary 2.3.6. LetL be an L-linearized line bundle on the projective L-variety X. Then, the
vector bundle p∗GL(L) on A admits a filtration

{0} = F0 ⊂ F1 ⊂ . . . ⊂ Fn = p∗GL(L) , n = dim H0(X, L) (2.15)

such thatFi /Fi−1 ∈ Pic0(A), i = 1, . . . , n.

Proof: We write again

p∗GL(L) =
m⊕

i=1

(Pi ⊗Wi )

with Pi ∈ Pic0(A) andWi unipotent,i = 1, . . . , m. To theWi belong filtrations

{0} = W (0)
i ⊂W (1)

i ⊂ . . . ⊂ W (ni )
i =Wi

such thatW ( j+1)

i /W
( j )
i
∼= OA, j = 1, . . . , ni , i = 1, . . . , m.

Consider the filtration given by

{0} = P1⊗W (0)
1 ⊂ P1⊗W (1)

1 ⊂ . . . ⊂ P1⊗W (n1)
1 = P1⊗W1 ⊂

⊂ (P1⊗W1)⊕
(
P2⊗W (0)

2

)
⊂ . . . ⊂ (P1⊗W1)⊕

(
P2⊗W (n2)

2

)
⊂ . . .

. . . ⊂
m⊕

i=1

(Pi ⊗Wi ) = p∗GL(L) .

It has the properties stated in the corollary, since the quotient of two successive terms is isomor-
phic to someP j , and therefore it lies in Pic0(A).
The fact thatn = dim H0(X, L) follows from Proposition 2.2.4.�

Remark2.3.2. AssumingL solvable, we could have recovered the filtration from an application
of the Lie-Kolchin Theorem to the representation ofL on H0(X, L), and using the functorial
properties ofGL( · ) as in [14], Prop. 1.9, sincep∗GL(L) ∼= GL(H0(X, L)∼).
The filtration in Corollary 2.3.6 is required in order to apply the following, crucial result from
[5]:
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Lemma 2.3.7 (Faltings-Ẅustholz). Let A be an abelian variety, and letF be a vector bundle
on A, such that there is a filtration

{0} = F0 ⊂ F1 ⊂ . . . ⊂ Fr = F

with Fi /Fi−1 ∈ Pic0(A) for i = 1, . . . , r . Then, ifL0 is a very ample line bundle on A, the
line bundleM = q∗L0 ⊗ O(1) is very ample on the projective space bundleP(F ), where
q : P(F )→ A denotes the canonical projection.

Proof: See [5], Lemma 2, pg. 183.�

At this point, we have collected all elements for the proof of the announced strengthening of
Lemma 2.3.3:

Theorem 2.3.8.Let
0−→ L −→ G

π−→ A −→ 0

be an extension of an abelian variety with a connected linear algebraic group. Let X be a
projective L-variety andL an L-linearized, very ample line bundle on X. LetL0 be a very
ample line bundle on A. Then, the line bundle

p∗L0⊗ GL(L)

is very ample on GL(X).

Proof: Lemma 2.3.2 shows thatGL(L) is very ample with respect to the mapp : GL(X)→ A.
With Lemma 2.3.1 it follows that there is a natural immersion

i : GL(X) ↪→ P(p∗GL (L))

over A such that
i ∗OP(p∗GL (L))(1) ∼= GL(L) .

Lemma 2.3.7 and Corollary 2.3.6 show that the line bundle

M := q∗L0⊗ O(1)

(whereq : P(p∗GL(L))→ A is the natural projection) is very ample onP(p∗GL(L)); together
with the commutative diagram

GL(X)
� � i //

p
##GGGGGGGGG

P(p∗GL(L))

q
yyrrrrrrrrrrr

A
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this shows that
i ∗M ∼= i ∗q∗L0⊗ i ∗O(1) ∼= p∗L0⊗ GL(L)

is very ample onGL(X). �

An immediate consequence of the Theorem is the following

Corollary 2.3.9. With the same notations as in Theorem 2.3.8, assume thatL (resp.L0) is an
ample, L-linearized line bundle on X (resp. an ample line bundle on A). Then, p∗L0⊗GL(L)

is ample on GL(X).

Proof: Let n1 andn2 be positive integers such thatL⊗m resp.L⊗m
0 is very ample onX resp.

on A for m≥ n1 resp.m ≥ n2 (see [12], Ex. 7.5, pg. 169). Letn := max(n1, n2). Then,

p∗L⊗n
0 ⊗ GL(L⊗n) ∼= (p∗L0⊗ GL(L)

)⊗n

is very ample onGL(X) by Thm. 2.3.8, and this shows thatp∗L0⊗GL(L) is ample (see [12],
Thm. 7.6, pg. 154).�

The above results show that, providedX is a projective variety with an ample,L-linearized
bundleL, GL(X) is projective. In §3.4, we shall prove the existence of anL-linearized ample
line bundle on the completionL of the linear algebraic groupL, and so thatG = GL(L) is
not only proper (see §1.3), but also projective (i.e. that ifL is a compactification ofL, G is a
compactification ofG).



Chapter 3

Further results

In this chapter we draw some consequences from the results of Chapter 2. We begin with some
cohomological computations on the associated bundle (which are essentially the same as in
[37]), and successively we show how they imply results on the projective embeddings of the
group. Then we extend a work of Lange’s (see [17]) on the translation formulas on an algebraic
group, and in the final section we resume the most important results which we have obtained so
far.

3.1 Cohomology and Riemann-Roch

In this section, we study the sheafGL(L)⊗ p∗L0 constructed in the previous chapter from the
cohomological point of view. For this purpose, we project the sheaf on the abelian varietyA by
means of the natural projectionp, and use the decomposition of the sheafp∗GL(L) provided
by Mukai’s Theorem 2.3.4, in order to be able to apply the well-known results on the cohomol-
ogy of a line bundle on an abelian variety.

Let us recall some more facts about abelian varieties. An invertible sheafL on an abelian
variety is said to benondegenerated, if the group

K(L) := {x ∈ A | T∗x L ∼= L}
is finite. In Mumford’s book, the following result on the cohomology of a nondegenerate in-
vertible sheaf is proved:

Theorem 3.1.1.If for a line bundleL on an abelian variety A,K(L) is finite, there is a unique
integer i= i (L), 0≤ i ≤ dim(A), such that Hp(A, L) = 0 for p 6= i and Hi (A, L) 6= 0.

Proof: See [21], pg. 150.�

55
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The numberi is theindexof the nondegenerate sheafL.
As an application of this vanishing theorem, we get the following result on the cohomology of
the sheafGL(L)⊗ p∗L0:

Theorem 3.1.2.LetL0 be a nondegenerate, invertible sheaf on the abelian variety A. LetL be
an L-linearized invertible sheaf on the projective L-variety X, and GL(L) the sheaf on GL(X)

constructed previously. Assume that Hd(X, L) = 0 for d > 0 and let i := i (L0) be the index
of L0. Then, Hd(GL(X), GL(L)⊗ p∗L0) 6= 0 if and only if d= i .

Proof: (see also [37], Thm. 6.1). We first show that, in the situation of the theorem, one can
compute the cohomology on the direct image, i.e.

Hd(GL(X), GL(L)⊗ p∗L0) ∼= Hd (A, p∗
(
GL(L)⊗ p∗L0

))
.

A sufficient condition (see [12], Ex. 8.1, pg. 252) is the vanishing of the the direct images
Ri p∗ (GL(L)⊗ p∗L0) for i > 0. Since, by the projection formula,

Ri p∗
(
GL(L)⊗ p∗L0

) ∼= Ri p∗GL(L)⊗L0

(see [12], Ex. 8.3, pg. 253), it will be sufficient thatRi p∗GL(L) = 0 for i > 0. But this
follows from the conditionHi (X, L) = 0 since, by Prop. 2.2.4,

Ri p∗GL(L) ∼= GL(Hi (X, L)∼) .

This proves that

Hd(GL(X), GL(L)⊗ p∗L0) ∼= Hd (A, p∗
(
GL(L)⊗ p∗L0

)) ∼= Hd(A, p∗GL(L)⊗L0)

(the latter again by the projection formula).
As we showed above,p∗GL(L) is an homogeneous vector bundle onA, and so it can be written
in the form

p∗GL(L) ∼=
k⊕

j=1

(
P j ⊗U j

)
,

with P j ∈ Pic0(A) andU j ∈ U(A). Hence,

Hd(A, p∗GL(L)⊗L0) ∼=
k⊕

j=1

Hd(A, P j ⊗U j ⊗L0) .

By [16], Cor. 2, pg. 100, we can find for eachj an xj ∈ A such thatP j
∼= T∗x j

L0 ⊗ L⊗−1
0 ,

sinceP j ∈ Pic0(A). From this, it follows thatP j ⊗U j ⊗L0
∼= T∗x j

L0⊗U j , and so that

Hd(A, p∗GL(L)⊗L0) ∼=
k⊕

j=1

Hd(A, T∗x j
L0⊗U j ) .
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Recall that eachU j , being unipotent, admits a filtration

0= U(0)
j ⊂ U(1)

j ⊂ . . . ⊂ U
(n j−1)

j ⊂ U
(n j )

j = U

with trivial quotients. Proceeding by induction onl , we will now show that the vector space
Hd(A, T∗x j

L0 ⊗U(l )
j ) is trivial if and only if d 6= i , for l = 1, . . . , nj . For l = 1, we have,

sinceOA
∼= U(1)

j /U(0)
j
∼= U(1)

j ,

Hd(A, T∗x j
L0⊗U(1)

j ) ∼= Hd(A, T∗x j
L0) ,

and this is trivial if and only ifd 6= i . Now assume that the hypothesis

Hd(A, T∗x j
L0⊗U(l ′)

j ) = 0 ⇐⇒ d 6= i

holds forl ′ < l . The short exact sequence

0−→ T∗x j
L0⊗U(l−1)

j −→ T∗x j
L0⊗U(l )

j −→ T∗x j
L0 −→ 0

gives rise to the long exact cohomology sequence

· · · −→ Hd(A, T∗x j
L0⊗U(l−1)

j ) −→ Hd(A, T∗x j
L0⊗U(l )

j ) −→ Hd(A, T∗x j
L0) −→ · · · .

Let d 6= i (L0). Then, as above,Hd(A, T∗x j
L0) = 0. Furthermore, by the induction hypothesis,

Hd(A, T∗x j
L0⊗U(l−1)

j ) = 0, and soHd(A, T∗x j
L0⊗U(l )

j ) = 0. If, on the other side,d = i (L0),
we get the sequence

0−→ Hd(A, T∗x j
L0⊗U(l−1)

j ) −→ Hd(A, T∗x j
L0⊗U(l )

j ) −→ Hd(A, T∗x j
L0) −→ 0 .

Here we haveHd(A, T∗x j
L0) 6= 0; from the short exact sequence, it follows immediately that

Hd(A, T∗x j
L0⊗U(l )

j ) 6= 0.

This concludes the proof, sinceHd(GL(X), GL(L) ⊗ p∗L0) is the direct sum overj of the
cohomology groupsHd(A, T∗x j

L0⊗U j ). �

Remark3.1.1. The use of the filtration ofUi in the proof is equivalent to the use of the filtration
of p∗GL(L) in [37], Thm. 6.1.

If one assumes thatH0(A, L0) 6= 0, ampleness and nondegeneracy are equivalent properties
(see for instance [19], Prop. 7.1, pg. 33). This is the case, ifL0 = L0(D) for an effective
divisor D on the abelian variety (as in [21], Application 1, pg. 60). A direct consequence is the

Corollary 3.1.3. Let L0 be an ample invertible sheaf on A, with H0(A, L0) 6= 0. Let L
and X be as in the Theorem. Then, H0(GL (X), GL(L) ⊗ p∗L0) 6= 0 and furthermore
Hd(GL(X), GL(L)⊗ p∗L0) = 0 for all d > 0.
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We now compute the Euler characteristic

χ(GL(L)⊗ p∗L0) =
∑

i

(−1)i dim
(
Hi (GL(X), GL(L)⊗ p∗L0)

)
of the sheafGL(L)⊗ p∗L0 as a function ofχ(L0).

Theorem 3.1.4.Let L0 be an invertible sheaf on the abelian variety A, and GL(L) the line
bundle on GL(X) constructed above. Then,

χ(GL(L)⊗ p∗L0) = dim
(

H0(X, L)
)
· χ(L0) .

Proof: As in the proof of Theorem 3.1.2, a combined application of Mukai’s Theorem and the
projection formula yields

χ(GL(L)⊗ p∗L0) = χ

L0⊗
k⊕

j=1

P j ⊗U j

 = k∑
j=1

χ(L0⊗ P j ⊗U j )

with P j ∈ Pic0(A) andU j ∈ U(A), and we getx1, . . . , xk ∈ A with P j
∼= T∗x j

L0⊗L⊗−1
0 , so

that
χ(L0⊗ P j ⊗U j ) = χ(T∗x j

L0⊗U j ) .

We compute this Euler characteristic as follows: from the filtration

0= U(0)
j ⊂ U(1)

j ⊂ . . . ⊂ U
(n j−1)

j ⊂ U
(n j )

j = U

with trivial quotients, we get again the exact sequences

0−→ T∗x j
L0⊗U(l−1)

j −→ T∗x j
L0⊗U(l )

j −→ T∗x j
L0 −→ 0

for l = 0, . . . , nj , so that

χ(T∗x j
L0⊗U(l )

j ) = χ(T∗x j
L0⊗U(l−1)

j )+ χ(T∗x j
L0)

(by [12], Ex. 5.1, pg. 230). An iterated application of this relation gives

χ(T∗x j
L0⊗U j ) = nj · χ(T∗x j

L0) = nj · χ(L0) ,

and so

χ(GL(L)⊗ p∗L0) =
k∑

j=1

nj · χ(L0) = rank(p∗GL(L)) · χ(L0) .

This concludes the proof since, as showed in Prop. 2.2.4, the rank ofp∗GL(L) is equal to the
dimension ofH0(X, L). �

We recall the Riemann-Roch Theorem for an invertible sheaf on an abelian variety:
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Theorem 3.1.5.For a line bundleL0 on an n-dimensional abelian variety A, we have

χ(L0) =
(
Ln

0

)
n! ,

where
(
Ln

0

)
denotes the n-fold self intersection number ofL0 ∈ Pic(A).

Proof: See [21], pg. 150.�

From this, together with Theorem 3.1.4, we get the following result forGL(L)⊗ p∗L0:

Corollary 3.1.6. Let G be a connected algebraic group, L its largest linear and connected
subgroup and A the abelian variety G/L. Let X be a projective L-variety,L an L-linearized
invertible sheaf on X andL0 a nondegenerate, invertible sheaf on A. Let GL(L) be the line
bundle constructed above on the variety GL(X), and p : GL(X)→ A the natural projection.
Then,

χ(GL(L)⊗ p∗L0) = dim
(

H0(X, L)
)
·
(
Ldim(A)

0

)
dim(A)! .

If L andL0 are both very ample, we know from Theorem 2.3.8 thatGL(L) ⊗ p∗L0 is also
very ample. This implies, with Theorem 3.1.2, that its Euler characteristic coincides with the
dimension of the space of its global sections. Hence, the corollary provides an upper bound for
the dimension of a projective embedding ofGL(X).

3.2 Normal generation and normal presentation

We describe two further applications of the vanishing theorem 3.1.2. The first one regards
the projective normality of the embedding of the varietyGL(X) in projective space, while the
second one gives conditions under which the embedded variety is defined by homogeneous
polynomials of degree two.

Let X be a projective variety, andL an ample line bundle onX. Following [22], we callL
normally generated, if the natural map

H0(X, L)⊗k −→ H0(X, L⊗k)

is surjective for allk ≥ 1. By [22], pp. 38-39, ifL is normally generated, then it is very ample,
andX is projectively normal with respect to the embeddingX ↪→ PM = P(H0(X, L)).
The following criterion for normal generation is also taken from [22]: for any two coherent
sheavesF andG on X, define two groupsR(F , G) andS(F , G) by means of the exact se-
quence

0→ R(F , G)→ H0(X, F )⊗k H0(X, G)
ψ→ H0(X, F ⊗OX G)→ S(F , G)→ 0 ,
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i.e. letR(F , G) andS(F , G) be respectively the kernel and the cokernel of the natural map
ψ . Then, the ample sheafL on X is normally generated, if and only ifS(L⊗i , L) = 0 for all
i ≥ 1.
The following theorem, the so-called Generalized Lemma of Castelnuovo, is very useful in this
context, since it relates projective normality to cohomology:

Theorem 3.2.1 (Mumford). Let L be an ample, invertible sheaf on a projective variety X,
generated by its global sections. SupposeF is a coherent sheaf on X, such that

Hi (X, F ⊗L⊗−i ) = 0 , i ≥ 1 .

Then

1. Hi (X, F ⊗L⊗ j ) = 0, if i + j ≥ 0, i ≥ 1

2. S(F ⊗L⊗i , L) = 0, if i ≥ 0.

Proof: See [22], pp. 41 and ff.�

Consider again the sheafM := GL(L)⊗ p∗L0 on GL(X), constructed out of anL-linearized
sheafL on X and a nondegenerate invertible sheafL0 on A. As in [22], Theorem 3, pg. 45,
an application of the Generalized Lemma of Castelnuovo, together with the Vanishing Theorem
3.1.2, yields the following result:

Lemma 3.2.2.LetL andL0 be ample and generated by their global sections, andM as above.
Then

S(M⊗k, M⊗`) = 0

if k ≥ dimGL(X)+ 1 and` ≥ 1.

Proof:(see also [22], Thm. 3, pg. 45) Let first` = 1, and set in the hypotheses of Theorem
3.2.1F := M⊗k andL := M. The invertible sheafM is ample (Cor. 2.3.9) and generated by
its global sections (since bothp∗L0 andGL(L) are, for the latter see pg. 45). Furthermore,

Hi (GL (X), F ⊗L⊗−i ) = Hi (GL(X), M⊗k−i ).

If i ≥ dimGL(X) + 1, cohomology vanishes by the Grothendieck Vanishing Theorem (see
[12], pg. 208). If 1≤ i ≤ dimGL(X), we havek− i > 0, and

Hi (GL(X), M⊗k−i ) = Hi (GL(X), GL(L⊗k−i )⊗ p∗L⊗k−i
0 ) = 0

by ”our” vanishing theorem, sinceGL(L⊗k−i )⊗ p∗L⊗k−i
0 = (GL(L) ⊗ p∗L0)

⊗k−i is again
very ample. This proves thatS(M⊗k, M) = 0 for k ≥ dimGL(X)+ 1. Explicitely, that means

H0(GL (X), M⊗k)⊗ H0(GL(X), M) −→ H0(GL (X), M⊗k+1)
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is surjective, ifk ≥ dimGL(X)+ 1. By an inductive argument, one gets surjectivity for

H0(GL(X), M⊗k)⊗ H0(GL(X), M)⊗` ψ−→ H0(GL(X), M⊗k+`) ,

if ` ≥ 1. Now, sinceψ factorizes through the maps

H0(GL(X), M⊗k)⊗ H0(GL(X), M)⊗` −→ H0(GL(X), M⊗k)⊗ H0(GL(X), M⊗`)

−→ H0(GL(X), M⊗k+`) ,

it follows that the latter is also surjective for` ≥ 1, if k ≥ dimGL(X) + 1. That means by
definition

S(M⊗k, M⊗`) = 0 .

This concludes the proof.�

In particular, forM̃ :=M⊗dimGL (X)+1, we getS(M̃⊗i , M̃) = 0 for all i ≥ 1. By the criterion
for normal generation, together with Theorem 2.3.8, we get the following

Corollary 3.2.3. Let
0−→ L −→ G −→ A −→ 0

be an extension of an abelian variety A with a linear algebraic group L. LetL0 be an ample
line bundle on A, generated by its global sections, and let GL(L) be constructed out of an L-
linearized, ample line bundleL on X, generated by its global sections. Let k≥ dimGL(X)+1.
Then, the line bundle

GL(L⊗k)⊗ p∗L⊗k
0

is very ample on GL(X), and its global sections define a projectively normal embedding of the
variety GL(X) (where p denotes again the canonical projection GL(X)→ A).

Let us now sketch the second promised application of the vanishing theorem. LetL be a
normally generated line bundle on a projective varietyX. Let

RX =
⊕
k≥o

H0(X, L⊗k)

be the projective coordinate ring ofX with respect to its projective embedding inPN =
P(H0(X, L)). Denote byI (k)

X the kernel of the natural map

Sk H0(X, L) −→ H0(X, L⊗k) ,

so that
IX =

⊕
k≥0

I (k)
X
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is the graded ideal ofX in PN:

RX = R/IX
∼=
⊕
k≥0

(
Sk H0(X, L)/I (k)

X

)
,

whereR = ⊕k≥0 Sk H0(X, L) ∼= k[X0, . . . , XN]. Again following [22], we callL normally
presented, if for all k ≥ 2 the natural map

I (2)
X ⊗ Sk−2H0(X, L) −→ I (k)

X

is surjective. In that case, the idealIX of X in PN is generated by homogeneous polynomials of
degree 2. One says in this case thatX is cut out by quadrics.
Recall that we defined, for two coherent sheavesF andG, the groupR(F , G) as the kernel of
the natural mapH0(X, F )⊗ H0(X, G)→ H0(X, F ⊗ G). In [22], the following criterion for
normal presentation is given :

Lemma 3.2.4.LetL be a normally generated invertible sheaf on a projective variety X. Then,
L is normally presented if and only if the natural map

R(L⊗i , L⊗ j )⊗ H0(X, L⊗k) −→ R(L⊗i+k, L⊗ j )

is surjective for all i, j , k ≥ 1.

Proof: See [22], pp. 39-40. Note that we exchanged the roles ofL⊗i andL⊗ j , but this is no
problem, since the proof is symmetric ini and j . �

The following Theorem, which is proven in [22], relates normal presentation to the vanishing
of the higher cohomology groups:

Theorem 3.2.5 (Mumford). Let L be an ample invertible sheaf on a projective variety X.
Assume thatL is generated by its global sections, and that Hi (X, L⊗ j ) = 0 for i, j ≥ 1.
Then, the natural map

R(L⊗i , L⊗ j )⊗ H0(X, L⊗k) −→ R(L⊗i+k, L⊗ j )

is surjective, if i≥ dim X + 2 and j, k ≥ 1.

Proof: See [22], pp. 50-51.�

Recall the definitions of the varietyGL(X) and the sheafM = GL(L) ⊗ p∗L0 on it. By
Theorem 3.2.5, if we set̃M :=M⊗dimGL (X)+2, the natural map

R(M̃⊗i , M̃⊗ j )⊗ H0(GL(X), M̃⊗k) −→ R(M̃⊗i+k, M̃⊗ j )

is surjective for alli, j , k ≥ 1, if both L and L0 are ample and generated by their global
sections.
Together with Lemma 3.2.4, we get the following sharpening of Corollary 3.2.3:
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Corollary 3.2.6. Let
0−→ L −→ G −→ A −→ 0

be an extension of an abelian variety A with a linear algebraic group L. LetL0 be an ample
line bundle on A, generated by its global sections, and let GL(L) be constructed out of an L-
linearized, ample line bundleL on X, generated by its global sections. Let k≥ dimGL(X)+2.
Then, the line bundle

GL(L⊗k)⊗ p∗L⊗k
0

is very ample on GL(X), and its global sections define a projectively normal embedding of the
variety GL(X) in somePM, such that the image of GL(X) in PM is cut out by quadrics.

3.3 Families of translations

In the previous sections, we showed how it is possible to embed an algebraic group in projective
space. For number-theoretical purposes, it is often convenient to have bounds for the degree of
homogeneous polynomials describing the translation on the group. In his work [17], H. Lange
shows that, for commutative algebraic groups, translation can be described locally by quadratic
forms. The aim of this section will be to extend these results to algebraic groups without the
restriction of commutativity. As a matter of fact, we shall show that, once the results of the
previous sections are known, Lange’s ideas can be immediately applied also to the noncommu-
tative case.

We begin by recalling the notations of [17], and adapting them to our purposes. Let, as before,

0−→ L −→ G
π−→ A −→ 0

be an extension of an abelian variety with a linear algebraic group. LetX be a projective variety
with an action ofL. As before, we construct the projective varietyGL(X) and, if L is anL-
linearized line bundle onX, the line bundleGL(L) on GL(X). If L is very ample, andL0 is a
very ample line bundle on the abelian varietyA, we showed that

M := GL(L)⊗ p∗L0

(where we denote again byp : GL(X)→ A the natural map) is very ample. Furthermore, by
a result in the previous section, we can assume that the projective embedding defined byM is
projectively normal (since we can always replaceL andL0 by suitable powers).
As we have already seen,GL(X) admits in a natural way an action ofG which we shall denote
by φ : G×GL(X)→ GL(X). LetU = Spec(R) be a nonempty affine open set inG; following
[17], we call the map

(p1, φ) : U × GL(X) −→ U × GL(X)

(u, g) 7−→ (u, ug)
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(p1 denoting the first projection) thefamily of translations onGL(X) parametrized byU . Now
assume thatGL(X) is projectively embedded as above. LetV ⊆ U × GL(X) be a nonempty
open subset andn ≥ 1 an integer. The family(p1, φ) : U×GL (X)→ U ×GL(X) is said to be
described onV by forms of degreen, if there existf0, . . . , fN ∈ R[X0, . . . , XN] homogeneous
of degreen such that

(p1, φ)(u, g) = (u, f0(u; X(g)), . . . , fN(u; X(g))) ∀(u, g) ∈ V .

By the notationfi (u; X(g)) we mean that coordinates ofu in a local chart are inserted in the
coefficients of the polynomialfi ∈ R[X0, . . . , XN], andX(g) = (X0(g), . . . , XN(g)) denote
projective coordinates forg ∈ GL(X) ⊆ PN. If U ×GL(X) admits an open coverV = {Vi }i∈I

such that(p1, φ) is described onVi by forms of degreen for everyi ∈ I , one says that(p1, φ)

can be describedcompletelyonU × GL(X) by forms of degreen.
Following [17], we shall now show that in our casen can always be chosen to be equal to 2 (i.e.
(p1, φ) is described byquadraticforms onU × GL(X)).
Assume again thatGL(X) is embedded inPN by means of the invertible sheafM in a projec-
tively normal way, and letU = Spec(R) as above. Denote byp2 : U × GL(X)→ GL(X) the
second projection. Then, the sheaf

L := p∗2M = p∗2
(
GL(L)⊗ p∗L0

)
induces an embedding

U × GL(X) ↪→ U × PN = PN
U .

The following proposition expresses the fact that a family of translations is described by forms
of degreen as above in terms of the sheafL:

Proposition 3.3.1.With the notations above, assume that the invertible sheaf

(p1, φ)∗L⊗−1⊗L
⊗n

on U × GL(X) is generated by its global sections; then, the family of translations(p1, φ) can
be described completely by forms of degree n on U× GL(X).

Proof: See [17], Lemma 2, pg. 263.�

We are ready to prove the

Theorem 3.3.2.Let GL(X) ↪→ PN be a projectively normal embedding as above. Let g0 ∈
G be a given point. Then, there is an open neighborhood U of g0 such that the family of
translations(p1, φ) can be described completely by quadratic forms on U× GL(X).

According to Proposition 3.3.1, the Theorem follows from the
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Lemma 3.3.3.Let the notations be as above. For every go ∈ G there is an open neighborhood

U ⊆ G containing g0 such that(p1, φ)∗L⊗−1 ⊗ L
⊗2

is generated by its global sections on
U × GL(X).

Proof: As we already noticed in the proof of Proposition 2.3.5,GL(L) is invariant under the
action ofG on GL(X): (

τGL (X)
g

)∗
GL(L) ∼= GL(L) ∀g ∈ G .

This has the consequence that

φ∗GL(L)⊗ p∗2GL(L)⊗−1|{g}×GL (X)
∼=

(
τGL (X)

g

)∗
GL(L)⊗ GL(L)⊗−1 ∼=

∼= OGL (X) ∀g ∈ G

(under the natural identification{g} × GL(X)
∼→ GL(X)). SinceGL(X) is a complete variety,

the Seesaw Theorem ([21], Cor. 6, pg. 54) implies the existence of a line bundleP on G such
that

φ∗GL(L)⊗ p∗2GL(L)⊗−1 ∼= p∗1P ,

i.e.
φ∗GL(L) ∼= p∗1P ⊗ p∗2GL(L) .

Choose an open neighborhoodU1 of g0 such thatP |U1
∼= OU1, and so

φ∗GL(L) ∼= p∗2GL(L) onU1× GL(X) .

Recall thatL = p∗2 (GL(L)⊗ p∗L0); onU1× GL(X), we have

(p1, φ)∗L⊗−1⊗L
⊗2 = (p1, φ)∗p∗2

(
GL(L)⊗ p∗L0

)⊗−1⊗ p∗2
(
GL(L)⊗ p∗L0

)⊗2 =
= φ∗GL(L)⊗−1⊗ φ∗p∗L⊗−1

0 ⊗ p∗2GL(L)⊗2⊗ p∗2 p∗L⊗2
0 =

∼= φ∗p∗L⊗−1
0 ⊗ p∗2 p∗L⊗2

0 ⊗ p∗2GL(L) .

Together with the relations

p ◦ φ = m ◦ (π × p) : U1× GL(X) −→ A

and p ◦ p2 = p2 ◦ (π × p) : U1× GL(X) −→ A

wherem : A× A→ A is the product map onA, π : G→ A is the quotient map andp2 is the
second projection onA× A, we get

(p1, φ)∗L⊗−1⊗L
⊗2 ∼= (π × p)∗

(
m∗L⊗−1

0 ⊗ p2
∗L⊗2

0

)
⊗ p∗2GL(L) .
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The line bundleL is very ample, and so generated by its global sections onX; by Corollary
2.2.3 and the remark just thereafter the same holds forGL(L) , and so forp∗2GL(L), too.
Therefore, it will be sufficient to show that there is a neighborhoodU ⊆ U1 of x such that

(π× p)∗
(
m∗L⊗−1

0 ⊗ p2
∗L⊗2

0

)
is effective onU ×GL(X). This is implied by the existence of

a neighborhoodW of π(g0) in π(U1) such thatm∗L⊗−1
0 ⊗ p2

∗L⊗2
0 is effective onW× A, since

then(π× p)∗
(
m∗L⊗−1

0 ⊗ p2
∗L⊗2

0

)
is effective on(π× p)−1(W×A) = π−1(W)×GL(X) ⊆

U1 × GL(X).
By [18], Prop. 2.3, pg. 609, the line bundle

m∗L⊗−1
0 ⊗ p1

∗L⊗3
0 ⊗ p2

∗L⊗2
0

is ample and effective, ifL0 is1, and in our case this holds sinceL0 is very ample. We choose
the open setW ⊆ A in such a way thatL0 is trivial on W. It follows that

m∗L⊗−1
0 ⊗ p1

∗L⊗3
0 ⊗ p2

∗L⊗2
0 |W×A

∼= m∗L⊗−1
0 ⊗ p2

∗L⊗2
0 |W×A

and so thatm∗L⊗−1
0 ⊗ p2

∗L⊗2
0 is effective onW × A.

We setU := π−1(W); by the discussion above,(p1, φ)∗L⊗−1⊗L
⊗2

is generated by its global
sections onU × GL(X), and so the proof is concluded.�

Assume now thatX = L, anL-equivariant, projective completion of the linear algebraic group
L, and so thatGL(X) = GL(L) = G is aG-equivariant, projectively normal completion ofG.
Then,G×G can be embedded inPN×PN , and the coefficients of the polynomialsf0, . . . , fN ∈
R[X0, . . . , XN] describing a family of translations onV ⊆ U × G can be seen as rational
functions in the homogeneous coordinatesT0, . . . , TN of the firstPN. After eventually passing
to smaller open setsV , we can assume that the coefficients off0, . . . , fN are homogeneous in
T0, . . . , TN, all of the same degree. We get the following

Corollary 3.3.4. LetG ↪→ PN be a projectively normal embedding, such as the one constructed
above. Then, there is an affine open coveringV = {Vi }i∈I of G × G, and for every i∈ I
there are bihomogeneous polynomials fi

0, . . . , f i
N ∈ k[T0, . . . , TN, X0, . . . , XN] of degree 2 in

X0, . . . , XN such that

gg′ = φ(g, g′) = ( f i
0

(
T(g), X(g′)

)
, . . . , f i

N

(
T(g), X(g′)

))
for every(g, g′) ∈ Vi .

1Actually, the Proposition in [18] asserts thatm∗L⊗−1
0 ⊗ p1

∗L⊗2
0 ⊗ p2

∗L⊗3
0 is ample and effective, but a rapid

check shows that the exponents ofp1
∗L0 and p2

∗L0 are interchangeable (this is implicitely meant in the main
Theorem of [18]).
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3.4 Serre’s compactification

In this section, we discuss some explicit compactifications for the linear part of an algebraic
group, and we draw some consequences from the theory exposed up to this point.

As we already noticed, in order to get a compactification of a connected algebraic group by
Serre’s method, one has to start by compactifying the fibreL in the fibration

0−→ L −→ G
π−→ A −→ 0

given by Chevalley’s theorem, and to do it in an equivariant way. A general strategy to follow in
order to obtain such a compactification is to consider an action ofL on a suitable spacePN such
that the stabilizerLx of some pointx ∈ PN is trivial. In this case, we shall be able to identify
the groupL ∼= L/Lx with the orbitL · x. By [13], 8.3, pg. 60 the closureL · x of the orbit is
itself invariant under the action ofL, andL · x is open in its closure. Therefore, the projective
variety L := L · x can be considered as an equivariant compactification ofL, containingL as
an open, invariant subset.
Theexistenceof such a compactification is a consequence of the following

Theorem 3.4.1 (Sumihiro).Let L be a connected linear algebraic group and let Y be a normal
quasi-projective variety on which L acts morphically. Then there is a projective embedding
ψ : Y → PN and a group representationρ : L → PGLN such thatρ(g)ψ(y) = ψ(gy) for
every g∈ L and y∈ Y.

Proof: See [31], Thm. 1, pg. 5.�

Indeed, if we setY := L andy := eL , the neutral element ofL, the relationρ(g)ψ(eL) = ψ(g)

shows thatL can be equivariantly embedded inPN as the orbit ofy := ψ(eL ) ∈ PN under the
action ofL onPN induced by the representationρ.
In many cases, as shown by the following examples, the orbitL · y is dense inPN , so that one
obtains the equivariant completionL = Pdim(L).

Example 3.4.1.(Commutative algebraic groups) Let L be a commutative and connected linear
algebraic group (as usual, defined over an algebraically closed fieldk of characteristic zero).
Then, the Jordan decomposition

L ∼= Ls× Lu

(whereLs andLu denote the semisimple resp. unipotent part ofL, see [13], pp. 98-100) allows
us to identifyL with a direct product of multiplicative and additive groups. Indeed, the closed,
connected subgroupLs consists of commuting semisimple elements, and so it is isomorphic to
a torusGm(k)`m, while the unipotent partLu is a successive extension of additive groupsGa(k),
which can only be trivial (see [28], §2.7, pg. 172). Hence, we can write

L ∼= G`m
m ×G`a

a , `m+ `a = dim(L)
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(this result was first proven by I. Barsotti, see [1], Thm. 3.3, pg. 104). Each factorGm resp.
Ga can be naturally embedded inPN in an equivariant way (see for instance [29] or [37]); this

gives immediately the projective, equivariant completionL = (P1
)dim(L)

.
Another method by which one can constructL (see [14], pp. 569-570) is the following: we
consider the representation ofL ∼= G`m

m ×G`a
a in PGLn(k), n = dim(L) given by

σ : G`m
m ×G`a

a −→ GLn+1(k)

(α1, . . . , α`m, α`m+1, . . . , αn) 7−→



1 0 . . . 0 0 . . . 0

0 α1
. . .

...
...

...
...

. . .
. . . 0

...
...

0 . . . 0 α`m 0
...

α`m+1 0 . . . 0 1
. . .

...
...

. . .
. . . 0

αn 0 . . . . . . . . . . . . 0 1


.

This gives us an action ofL onPn given explicitely by

η : L × Pn → Pn

(α, x) 7→ α · x := [x0 : α1x1 : . . . : α`mx`m : α`m+1x0+ x`m+1 : . . . : αnx0+ xn]
(where the square brackets stand for homogeneous coordinates), and the orbitL · x of the point

x = [1 : 1 : . . . : 1︸ ︷︷ ︸
`m

: 0 : . . . : 0︸ ︷︷ ︸
`a

] ∈ Pn

can be identified withL itself, since the isotropy groupLx is trivial. Furthermore,L · x is
dense inPn (note that dim(L) = dim(Pn) = n). This means thatL = Pn is an equivariant
compactification ofL.
As special cases of this compactification, we recover for(`m, `a) = (1, 0) resp. (`m, `a) =
(0, 1) the completions forGm resp.Ga given in [37], §1/2.

Example 3.4.2.(The general linear group) Let L = GLn(k), and denote by 1L resp. ρL the
trivial representation ofL on k and the identity representation ofL on kn. Define a new repre-
sentation

ρ := 1L ⊕ ρL ⊕ . . .⊕ ρL︸ ︷︷ ︸
n

of L on k⊕ kn ⊕ . . .⊕ kn = kn2+1. This representation can also be interpreted as a left action
of L on k ⊕Mn(k), where Mn(k) denotes thek-vector space ofn× n-matrices with entries in
k; let namelyρL(g) = (gi j )

n
i, j=1 ∈ L, α ∈ k andx = (xi j )

n
i, j=1 ∈ Mn(k): since GLn acts on

Mn columnwise byρL , we can write

ρ(g)(α, x) = (α, ((gx)i j )) ,
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where by((gx)i j ) we denote matrix multiplication (so that(gx)i j = ∑n
m=1 gimxmj). This

action ofL on kn2+1 gives rise to an action onPn2
, given by

η : L × Pn2 −→ Pn2

(g, x) 7−→ g · x := [x0 : ((gx)i j )] ,

(and so again to a representation ofL in PGLn). Since the pointx = [1 : (δi j )] (whereδi j

denotes the Kronecker delta) has trivial isotropy group, its orbitL · x can be identified withL:
this gives rise to the embedding

L ↪→ Pn2

(gi j ) 7−→ [1 : (gi j )] .

The orbit closureL · x coincides withPn2
; this means that also in this case we can choose

Pdim(L) as an equivariant compactification.

Example 3.4.3.(Solvable groups) Let L be a connected and solvable group, given as a subgroup
of some GL(V). The action ofL on V fixes a full flag

{0} = V0 ⊆ V1 ⊆ . . . ⊆ Vn = V , n = dim(V)

of subspaces ofV : this follows from a repeated application of the Lie-Kolchin Theorem (see
[13], pg. 113), which claims that a solvable subgroup of GL(V) has a common eigenvector in
V .
Choose the representation ofL on

W := V1⊕ V2⊕ . . .⊕ Vn :
an appropriate choice of a basis ofW identifiesL with the full diagonal group

Dn = {(ai j ) ∈ GLn(k) | ai j = 0 if i > j } ;
in particular, we can again let it act on a vector space of matrices, the subspace of upper triangu-
lar matrices in Mn (i.e. we ”forget” the entries which lie under the the diagonal in the previous
example). Proceeding as with GLn, we find an open, equivariant embedding ofL in PN, with
N = n(n−1)

2 . Since this is also the dimension of Dn, we notice that also in this case we can
chooseL = Pdim(L).

Besides an equivariant completionL of the linear partL of an algebraic groupG, Serre’s recipe
for a compactification ofG requires a very ample,L-linearized invertible sheaf onL. SinceL
is equivariantly embedded in a projective spacePN, its existence follows from the existence of
an L-linearized invertible sheaf onPN (recall Lemma 2.2.2, pg. 43). This is provided by the
following



70 CHAPTER 3. FURTHER RESULTS

Proposition 3.4.2.Let a connected linear algebraic group L act on an algebraic variety X,
proper over k. LetL be an invertible sheaf on X. Then, if X is a normal variety, some power
L⊗n of L is always linearizable.

Proof: See [23], Prop. 1.5 and Cor. 1.6, pp. 34-35.�

If X = PN , it follows from the proposition thatO(n) is linearizable for somen. Of particular
interest is the casen = 1, as we shall see later. This holds whenever the Picard group ofL is
trivial, as shown by the next lemma. We assume again thatL acts onPN by means of a faithful
representation in PGLN :

Lemma 3.4.3.Let L be a connected linear algebraic group, acting on a projective spacePN.
Assume thatPic(L) is trivial. Then, the sheafOPN (1) admits an L-linearization.

Proof: (see [37], pg. 284) Denote by

µ : PGLN × PN −→ PN

the projective action, and byρ : L ↪→ PGLN the representation ofL in PGLN. Then the action
of L onPN is given by

η = µ ◦ (ρ × IdPN) : L × PN −→ PN .

Let us denote byq1 : L × PN → L andq2 : L × PN → PN the natural projections. A
linearization ofOPN (1) is an isomorphism

η∗OPN(1)
∼−→ q∗2OPN (1)

of sheaves onL × PN satisfying the cocycle condition.
We shall denote byp1 and p2 the natural projections of PGLN × PN to PGLN andPN respec-
tively. Being a morphism toPN(k) = Projk[X0, . . . , XN], µ can be defined by specifying the
µ∗(Xi ), i = 1, . . . , n (see [12], Thm. 7.1, pg. 150). In our case we have

µ∗(Xi ) =
n∑

k=0

p∗1(aik)⊗ p∗2(Xk) ; (3.1)

this gives an isomorphism

µ∗
(
OPN(1)

) ∼= p∗1
(
OPGLN (1)

)⊗ p∗2
(
OPN(1)

)
(3.2)

(see [23], pg. 33), where we denote byOPGLN (1) the restriction ofOPN2+2N (1) to PGLN (since

PGLN can be considered as the pricipal open subset ofPN2+2N defined by the nonvanishing of
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the determinant).
The ”restriction” of (3.2) toL × PN (i.e. its inverse image with respect toρ × IdPN ) gives

η∗OPN (1) ∼= (ρ × IdPN )∗p∗1OG(1)⊗ (ρ × IdPN)∗p∗2OPN(1) .

The evident relations

p1 ◦ (ρ × IdPN ) = ρ ◦ q1 and p2 ◦ (ρ × IdPN) = q2

show that
(ρ × IdPN )∗p∗1OG(1) ∼= q∗1ρ∗OG(1)

and
(ρ × IdPN)∗p∗2OPN(1) ∼= q∗2OPN(1)

hold; since Pic(L) is trivial, it follows thatρ∗OG(1) is trivial on L and so thatq∗1ρ∗OG(1) ∼=
OL×PN . Followingly,

η∗
(
OPN(1)

) ∼= q∗2
(
OPN (1)

)
,

and this shows that (3.1) defines anL-linearization ofOPN (1). �

In general, the Picard group of a linear algebraic group cannot be expected to be trivial: for
instance, this is not the case forL = PGLN (see [23], pg. 35). But a nice characterization
of a family of groups for which Pic is trivial is given by R. Fossum and B. Iversen in [7]: we
meet again the ”special” groups, of which we already made mention in Remark 1.2.5, pg. 23
(”special” in the terminology of [27]).

Proposition 3.4.4 (Fossum-Iversen).Let L be a linear and connected algebraic group with
the property that all locally isotrivial principal L-bundles are locally trivial. Then,Pic(L) = 0.

Proof: See [7], Cor. 3.2, pg. 276.�

The Proposition allows us to give a list of groups for which Lemma 3.4.3 holds: it comprises

• the general linear group GLn, and all its linear subgroupsL for which the fibration
GLn→ GLn/L is locally trivial ([27], Théorème 2, pg. 1-24);

• all connected and solvable linear algebraic groups ([27], Prop. 14., pg. 1-25), and so in
particular all connected and commutative linear algebraic groups;

• the groups SLn and Spn (these groups, and their direct products, are the only semisimple
groups which are ”special”, see [11], Th´eorème 3, pg. 5-22).
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In any case, the results of this section yield a projective completionL of a connected linear
algebraic groupL and a very ample,L-linearized invertible sheafL on L. Being projective, the
variety L satisfies the finiteness condition(F) of page 29, and so ifL is the largest linear and
connected algebraic subgroup of a connected algebraic groupG it follows thatG = GL(L) is
an equivariant completion ofG. Together with the results of the previous sections, this implies
the following (qualitative) result:

Theorem 3.4.5.Let G be a connected algebraic group, and L its largest linear and connected
algebraic subgroup. Then, the complete varietyG = GL(L) is projective, and the projective
embedding ofG can be chosen in such a way thatG is projectively normal and cut out by
quadrics, and such that the translation onG is defined locally by quadratic forms.

The strength of the results of the previous sections lies in their effectivity; if we apply them
more carefully, we obtain a quantitative version of Theorem 3.4.5. We recall once again the
notations: the connected algebraic groupG is given as an extension

0−→ L −→ G
π−→ A −→ 0

of an abelian varietyA with a linear algebraic groupL; L is an equivariant compactification of
L, andL = OL(1) is a very ample,L-linearized invertible sheaf onL satisfyingHi (L, L) = 0
for i > 0. We denote byG = GL(L) the completion ofG and by p : G → A the natural
projection. For a very ample invertible sheafL0 on A, we denote byM(L, L0) the sheaf

M(L, L0) := GL(L)⊗ p∗L0

on G.

Theorem 3.4.6.

1. The invertible sheafM(L, L0) is very ample onG; its global sections define a projective
embedding ofG in PN, with N = dim H0(L, L) · dim H0(A, L0)− 1 .

2. Let k ≥ dim(G) + 1. Then, the global sections of the very ample invertible sheaf
M(L, L0)

⊗k define a projectively normal embedding ofG such that there is an affine
open coveringV = {Vi }i∈I of G × G and for every i∈ I there are bihomogeneous
polynomials fi0, . . . , f i

N ∈ k[T0, . . . , TN, X0, . . . , XN] of degree 2 in X0, . . . , XN with

g · x = φ(g, x) = ( f i
0

(
T(g), X(x)

)
, . . . , f i

N

(
T(g), X(x)

))
for every(g, x) ∈ Vi ⊆ G × G.

3. Let k ≥ dim(G) + 2. Then, the global sections of the very ample invertible sheaf
M(L, L0)

⊗k define a projectively normal embedding ofG such that the homogeneous
ideal of the image ofG in projective space is generated by polynomials of degree 2.
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Proof:

1. Follows from Theorem 2.3.8 and Theorem 3.1.4, together with the fact thatχ(L0) =
dim H0(A, L0).

2. See Corollaries 3.2.3 and 3.3.4.

3. See Corollary 3.2.6.�

Remark3.4.1. If, as in the examples above,L = Pdim(L) is a projective space andL =
OPdim(L)(1) is L-linearized, one has dimH0(L, L) = dim(L) + 1. In this case, we get the
effective bound

N = (dim(L)+ 1) · dim H0(A, L0)− 1

for the embedding dimension ofG.



74 CHAPTER 3. FURTHER RESULTS



Chapter 4

An affine analogon

The final chapter is an appendix which can be read independently from the rest of this work. It
is based on V.L. Popov’s work [24], which was recently brought to our attention by Professor
Wüstholz. Although the original idea of using this material in order to improve the results from
Section 3.4 did not bear the hoped fruits, we have chosen to include Popov’s results in our
work since they can be seen as the affine counterpart of what we showed for the quasiprojective
groups (especially Theorems 3.4.5 and 3.4.6).

4.1 Popov’s results on semisimple groups

In [6], D. E. Flath and J. Towber outline a method for the description of the affine coordinate
ring k[G] of a connected and reductive linear algebraic group, defined over an algebraically
closed fieldk of characteristic 0, by means of generators of relations. They formulate a con-
jecture about the structure ofk[G], which they prove for the classical groups by rather explicit
methods. In [24] V. L. Popov proves the conjecture for the semisimple algebraic groups, and
he goes a step further: incorporating results from [4] and [15], he is able to give a method for
describing the ringk[G] out of the fundamental representations ofG. The aim of this section is
to briefly resume Popov’s methods and results.

Let alsoG be a reductive and connected algebraic group; letB be a Borel subgroup ofG,
T a maximal torus ofB andU the unipotent radical ofB. Let furthermoreB− be the Borel
subgroup ofG oppositeto B, i.e. the uniquely determined maximal solvable subgroup ofG
such thatB ∩ B− = T , and letU− be its unipotent radical. We considerk[G] as aG-module
with respect to the action given by the left translation, and we define twoG-submodulesSand
S− of k[G] as follows:

S := { f ∈ k[G] | f (gu) = f (g), g ∈ G, u ∈ U} ,

S− := { f ∈ k[G] | f (gu) = f (g), g ∈ G, u ∈ U−} .

75
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TheG-algebraS is sometimes referred to as theflag algebraof G, and denoted by3+(G) (for
instance in [15]). It admits a direct sum decomposition as follows: denote byP++ the monoid
of the highest weights of the simpleG-modules (i.e. thedominant weights). We shall denote
by R(λ) a simpleG-module with the highest weightλ ∈ P++, and byλ∗ the highest weight of
R(λ)∗. For anyλ ∈ P++, define aG-submodule

Sλ := { f ∈ S| f (gb) = λ(b) f (g), g ∈ G , b ∈ B}
of S. It is well-known (see for instance [25], pg. 173) thatSλ is a simpleG-submodule ofk[G]
with the highest weightλ∗, and furthermore thatS is graded by theSλ’s:

S=
⊕

λ∈P++
Sλ , Sλ · Sλ′ = Sλ+λ′ . (4.1)

In a similar way, we get a decomposition ofS−: letw0 ∈ NG(T) be an element of the normalizer
of T such thatw0Uw−1

0 = U−; then,S− is obtained fromS by right translation byw0, and if
we defineS−λ as the right translation ofSλ by w0 we get

S− =
⊕

λ∈P++
S−λ , S−λ · S−λ′ = S−

λ+λ′ . (4.2)

TheG-submoduleS−λ is simple, of highest weightλ∗ and it admits the explicit description

S−λ = { f ∈ S− | f (gt) = w0λ(t) f (g), g ∈ G , t ∈ T} ,

where the action ofNG(T) on the roots is given byw0λ(t) = λ(w−1
0 tw0).

Let us now consider the homomorphism ofG-algebras

µ : S⊗k S− −→ k[G]
given by the ruleµ( f ⊗ h) := f h. Flath and Towber’s conjecture is formulated in terms of the
morphismµ:

Conjecture 4.1.1 (Flath, Towbers).

(Sur) µ is surjective ,

(Ker) ker(µ) is generated by the G-invariant elements.

The conjecture yields the presentation

k[G] ∼= S⊗k S−/
(
ker(µ)G) ,

where
(
ker(µ)G

)
is the ideal inS⊗k S− generated by theG-invariant elements in ker(µ).

As we already mentioned, the conjecture is proven for the classical groups in [6]:
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Theorem 4.1.2 (Flath, Towbers). (Sur)and(Ker) hold if G is any of the groups

SLn(k), GLn(k), SOn(k), Spn(k) ,

with n≥ 1.

Proof: See [6], §3 through §6. Note that, although they are given fork = C, the proofs work
for any algebraically closed field of characteristic zero.�

As we already mentioned, thanks to Popov the conjecture is known to hold in the semisimple
case:

Theorem 4.1.3 (Popov). (Sur)and(Ker) hold for any connected semisimple algebraic group.

Proof: See [24], Thm. 3 and 4. We do not repeat Popov’s entire proof here: this would take
us too far away, since it requires a considerable amount of invariant theory from [25]. We just
sketch the main geometric constructions behind it, which are quite enlightening, skipping most
of the technical details.
The core of the proof consists in a reformulation of the problem in the language of algebraic
geometry: the ringsS andS− are realized as the coordinate rings of affineG-varietiesX and
X−, andG is equivariantly embedded in the productX× X− as a closed orbitG · z of a suitable
pointz, so that the ideal ker(µ) can be identified with the ideal ofG · z in k[X× X−] ∼= S⊗S−.
Since S is defined as the subring ofk[G] consisting of theU -invariant elements, a natural
candidate forX could seem to be the homogeneous spaceG/U ; unfortunately, this space is
only quasi-affine (see [25], pg. 172), and so its coordinate ring does not coincide with its ring
of regular functions. The varietyX is constructed as follows: let{λ1, . . . , λs} be a system of
generators forP++ (i.e. a basis offundamental dominant weights), and define theG-module

V := R(λ1)⊕ . . .⊕ R(λs)

(the direct sum of thefundamental representationsassociated toλ1, . . . , λs). Forvi ∈ R(λi ) a
highest weight vector,i = 1, . . . , s andv := (v1, . . . , vs) define the morphism

δ : G −→ V

g 7−→ g · v ;
then,δ(G) = G · v, the orbit ofv under the action ofG on V . The restriction of functions from
V to the orbit closureG · v gives rise to an isomorphism

δ∗ : k[G · v] −→ S

(for details see [24], pg. 6). Hence we see that we can chooseX = G · v. The affine variety
X− can be constructed in an analoguous way: one takes

V∗ = R(λ∗1)⊕ . . .⊕ R(λ∗s)
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(whereλ∗i is the highest weight of the simpleG-moduleR(λi )
∗) and, for highest weight vectors

ui of R(λ∗i ), one setsw := (w0 · u1, . . . , w0 · us) andX− := G · w.
Let now z := (v, w) ∈ X × X−; the isotropy groupGz for the action ofG on X × X− is
U ∩U− = {1G}; hence, we can identifyG with the orbitG · z, and this gives a (left) equivariant
embedding

i : G ↪→ X × X− .

This embedding is closed (i.e.G · z is closed inX × X−) if and only if the comorphism

i ∗ : k[X × X−] −→ k[G]
(which amounts to the restriction of functions fromX × X− to G · z) is surjective; but the
isomorphismk[X × X−] ∼= S⊗ S− identifiesi ∗ with µ : S⊗ S− → k[G] and ker(µ) with the
kernel of the restriction of functions fromX × X− to G · z. Therefore,(Sur) is reduced to the
verification thatG · z is a closed subvariety ofX × X−.
We shall be very sketchy at this point:z is the sum of the weight vectorsvi , i = 1, . . . , s of
weightλi andw0 · ui , i = 1, . . . , s of weightw0λ

∗
i = −λi . Hence, 0 is an interior point of the

convex hull of the weights ofv1, . . . , vs, w0 ·u1, . . . , w0 ·us. By [24], Thm. 2 this is equivalent
to the closedness ofG · z in X × X−, and this proves(Sur).
A proof of (Ker) can also be derived from the geometric situation: Thm. 5 of [24] shows that,
sinceG · z is closed inX × X− andGz is trivial, the kernel of the morphism

k[X × X−] −→ k[G · z]
f 7−→ f |G·z

is generated by its intersection withk[X × X−]G. Under our identifications, this means that
ker(µ) = (ker(µ) ∩ (S⊗ S−)G

) = (ker(µ)G
)
. This proves(Ker) . �

We now begin with Popov’s explicit description ofk[G] for a semisimple algebraic group. The
first aim is the determination of the kernel ofµ. By (4.1) and (4.2), this algebra admits a
decomposition (

S⊗k S−
)G ∼= ⊕

λ,λ′∈P++

(
Sλ ⊗k S−

λ′
)G ;

as in [24], (8) an application of Schur’s Lemma implies that this decomposition reduces to(
S⊗k S−

)G ∼= ⊕
λ∈P++

(
Sλ ⊗k S−λ∗

)G
.

Proposition 4.1.4.The restriction ofµ to
(
S⊗k S−

)G
gives isomorphisms

µ : (Sλ ⊗k S−λ∗
)G ∼−→ k[G]G ∼= k .
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Proof: See [24], Thm. 2.�

It follows that for each dominant weightλ there is a uniquely determined elementhλ of
(
Sλ ⊗k S−λ∗

)G
such thatµ(hλ) = hλ(e, e) = 1 (wheree denotes the neutral element ofG). Thehλ’s are ex-
actly what is needed for the construction of ker(µ)G:

Theorem 4.1.5 (Popov).Let λ1, . . . , λs be a set of generators for P++. Then, ker(µ)G coin-
cides with the ideal generated by the set{

hλ1 − 1, hλ2 − 1, . . . , hλs − 1
}

.

Proof: See [24], Thm. 7.�

The elementhλ for a fixedλ can be constructed as follows: let

〈 · , · 〉 : Sλ × S−λ∗ −→ k

be a nonzeroG-invariant pairing, and let{pi } and{qj } be a pair of dual bases ofSλ and S−λ∗
respectively; then, the sum

∑
i pi ⊗ qi is a nonzero element of

(
Sλ ⊗k S−λ∗

)G
, independent on

the choice of the bases (see [24], Lemma 1, (ii)); therefore, we can set

hλ :=
∑

i pi ⊗ qi∑
i pi (e)qi (e)

.

Up to now, we have described the ringk[G] as a quotient ofS⊗k S−, which is not a priori given
in an explicit way. This algebra can be described by means of the irreducible representations of
G, as showed in [15] and [4]. Popov chooses to follow the more geometric approach from [4].
Assume thatP++ admits a free system of generators, i.e. that there exist{λ1, . . . , λs} ⊆ P++,
s = dim(T) such that each element ofP++ can be written in a unique way as a positive linear
combination ofλ1, . . . , λs (this holds, for instance, ifG is simply connected). Consider again
theG-module

V := R(λ1)⊕ . . .⊕ R(λs) ,

the direct sum of the corresponding simpleG-modules. The decomposition ofV induces in a
natural way anNs-grading of the ringk[V] of regular function onV :

k[V] ∼= S(V∗) =
⊕

(a1,...,as)∈Ns

(
Sa1 R(λ1)

∗ ⊕ . . .⊕ Sas R(λs)
∗) .

In particular, ifei ∈ Ns is thes-tuple(δ1i , . . . , δsi) (whereδi j denotes the Kronecker delta), we
havek[V]ei

∼= R(λi )
∗, and

k[V]ei+ej
∼=
{

R(λi )
∗ ⊗k R(λ j )

∗ if i 6= j ,

S2R(λi )
∗ if i = j .
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TheG-modulek[V ]ei+ej (1 ≤ i ≤ j ≤ s) contains a unique simple submodule with the highest
weightλ∗i + λ∗j , theCartan productof the representationsR(λi )

∗ and R(λ j )
∗. Let Qi j be its

G-invariant direct complement. It can be determined with the help of Kostant’s Theorem 1.1 of
[15]. Let J be the ideal generated by allQi j , 1≤ i ≤ j ≤ s.

Theorem 4.1.6 (Popov).Assume that P++ admits a free system of generators{λ1, . . . , λs}.
Then, the G-algebras S and k[V]/J are isomorphic.

Proof: See [24], Thm. 8 for Popov’s geometric version of the proof and [15], Thm. 1 for
Kostant’s original, more algebraic-oriented proof.
The idea behind Popov’s proof goes as follows: in [4], Thm. 4.1, it is shown thatJ is the ideal
of the closed subvarietyG · VU of V in k[V] (whereVU denotes the subset of the invariant
elements); since the proof of Theorem 4.1.3 shows thatS is the affine coordinate ring ofG · v
in V , in order to prove the claim it is sufficient to show thatG · v = G · VU . �

Since the idealJ is graded, it follows as expected thatS= k[V]/J is a gradedG-algebra. In
particular, we recoverSλi as the image ofR(λi )

∗ under the natural projectionk[V] → S, for
i = 1, . . . , s. OnceS is known, translation byw0 ∈ NG(T) allows one to constructS− = Sw0.

Remark4.1.1.

1. The standard way of linearizing an affine algebraic group (see for instance [13]) is to con-
sider its action on a suitableG-module, for instance a finite-dimensionalG-submodule
of its affine coordinate ring which contains a set of generators for the algebrak[G]. In
Popov’s presentation such module is given by twice all irreducible representations ofG
(once forSand once forS−).

2. Since ker(µ)G and the idealJ are generated by (inhomogeneous) polynomials of degree
2, it follows that all semisimple connected algebraic groups whose monoidP++ of the
dominant weights is freely generated can be cut out by quadrics in an affine space.

4.2 An application

As an illustration of the usefulness of Popov’s construction, we shall now apply it to the special
linear groupG := SLn(k).

The subgroupB of all lower triangular matrices is a Borel subgroup ofG; its maximal torusT
consists of the diagonal matrices inG, and the unipotent radicalU of G is the subgroup of all
lower triangular matrices with 1’s on the main diagonal. LetσG be the identity representation
of G on kn; then the fundamental representations are given by the irreducible representations

∧r σG : G→ GL
(∧r kn)
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for 1 ≤ r ≤ n− 1 (see [8], pg. 234). Let{e1, . . . , en} be the standard base inkn. With respect
to the above choice ofB, the vector

en−r+1 ∧ . . . ∧ en ∈ ∧r kn

is a maximal vector of the highest weight

λr (t) =
n∏

i=n−r+1

ti =
n−r∏
i=1

t−1
i ,

wheret is a diagonal matrix with entriest1, . . . , tn satisfyingti . . . tn = 1. The verifications of
this facts are straightforward:en−r+1 ∧ . . . ∧ en is invariant under the action ofU since, for
u ∈ U , uej is obtained by adding toej a linear combination ofej+1, . . . , en and in particular
uen = en, and furthermore it is clear that

∧r σG(t) (en−r+1 ∧ . . . ∧ en) = tn−r+1en−r+1 ∧ . . . ∧ tnen = λr (t)en−r+1 ∧ . . . ∧ en

by linearity. The vectoren−r+1∧ . . .∧ en generates the wholeG-moduleR(λr ) := ∧r kn, since
the action of SLn permutes the one-dimensional subspaces ofkn.
Let us denote byWr the family of all subsets of{1, . . . , n} with r elements: an element ofWr

is a setA = {i1, . . . , i r }, where we shall always assume that 1≤ i r < . . . < i r ≤ n. For such
an A, we denote byeA the vectorei1 ∧ . . .∧eir ; a base forR(λr ) is then given by{eA|A ∈ Wr },
ande{n−r+1,...,n} is the maximal vector described above.
Let {e∗A|A ∈ Wr } ⊆ (∧r kn)∗ be the dual base to{eA|A ∈ Wr }. The relation

e∗A
(∧r σG(g)e{n−r+1,...,n}

) = e∗A (σG(g)en−r+1 ∧ . . . ∧ σG(g)en) = det
(
gi j
)
i∈A, j=n−r+1,...,n

implies that we can identify the elements of the dual base with theright minorsof an(n× n)-
matrix. Kostant’s theorem in [15] can then be used in order to determine the relations between
the minors, i.e. the idealJ. The result is given by Towber’s Theorem 3.1 in [33].
Let us denote byZA the image ofe∗A in S= k[V ]/J, where as aboveV is the direct sum of all
R(λi )’s. We write also

S= k[ZA | A ∈ Wr , r = i, . . . , n− 1] ,

and furthermore we have that the image ofR(λr )
∗ in S is equal to

QG,r := Sλr = span{ZA | A ∈ Wr } .

In order to get theG-algebraS−, we need to look for the elementw0 ∈ NG(T) such that
w0Uw−1

0 = U−, whereU− is the unipotent radical of the Borel subgroup ofG opposite toB.



82 CHAPTER 4. AN AFFINE ANALOGON

From the conditionB ∩ B− = T it follows that B− is the subgroup of all upper triangular ma-
trices inG, andU− is the group of all upper triangular matrices with 1’s on the main diagonal.
Therefore,w0 can be given by the matrix

w0 =


0 · · · 0 1
0 . . . 1 0
. . . . . . . . . . . . . . .
0 1 . . . 0
±1 0 · · · 0


where the lower left entry has to be chosen in order to ensure thatw0 ∈ SLn (also−1 for
n = 2, 3, 6, 7, . . . and+1 for n = 4, 5, 8, 9 . . .). The right translation ofQG,r by w0 gives

PG,r := S−λr
= (QG,r

)w0 = span{YA | A ∈ Wr }
(for r = 1, . . . , n− 1), where we denote byYA theleft r -minor given by

YA(g) = Zw0
A (g) = det

(
gi j
)
i∈A, j=1,...,r .

It follows that
S− = Sw0 = k[YA | A ∈ Wr , r = i, . . . , n− 1] .

Since(Sur) is proven for the semisimple groups, we know that

µ : S⊗k S− −→ k[SLn]
is surjective. It remains to look for the kernel ofµ. We do it by Popov’s method. First of all,
we have to determine theG-moduleS−λ∗r . From [13], pp. 193-194, we know that

R(λr )
∗ = R(−w0(λr )) ,

wherew0 is seen as an element of the Weyl group, acting on the (abstract) weights. Furthermore,

(−w0(λr ))(t) =
r∏

i=1

t−1
i = λn−r (t) ,

and soR(λr )
∗ = R(λn−r ). From this, it follows thatS−λ∗r = Sλn−r = QG,n−r , and so

S−λ∗r =
(
QG,n−r

)w0 = PG,n−r = span{YA | A ∈ Wn−r } .

In order to describe theG-invariant pairing〈 · , · 〉 : Sλr × S−λ∗r → k and the dual bases, we
introduce some new notations. ForA ∈ Wr , we letA∨ ∈ Wn−r be its complement in{1, . . . , n}.
For A ∈ Wr andB ∈ Wr ′ , r, r ′ ∈ {1, . . . , n}, we define

sign(A, B) := (−1)|{(a,b)∈A×B|a>b}| .

We denote bySn the symmetric group onn elements; for a permutationπ ∈ Sn, we shall denote
by π also the corresponding permutation matrix in SLn(k) acting by left matrix multiplication.
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Lemma 4.2.1.Let 1≤ r ≤ n− 1. Then, the mapping

〈 · , · 〉 : PG,n−r × QG,r −→ k

(p, q) 7−→
∑
π∈Sn

sign(π)p(πe)q(πe)

(where e denotes the neutral element of G) is a G-invariant pairing, and the bases

{YA | A ∈ Wn−r } ⊆ PG,n−r and {sign(B∨, B)ZB | B ∈ Wr } ⊆ QG,r

are dual with respect to it.

Proof: Let A ∈ Wn−r , B ∈ Wr . We begin by calculating∑
π∈Sn

sign(π)YA(πe)ZB(πe) ;

if A and B are not disjoint, this expression is zero, since eitherYA(πg) or ZB(πg) vanishes
for all π ’s (the left and right minors have a line in common, and on each line only one entry is
nonzero). This shows that, ifB 6= A∨,

〈YA, sign(B∨, B)ZB〉 = 0 .

Let alsoB = A∨; write A = {a1, . . . , an−r } andB = {b1, . . . , br } and define the permutation

πA :=
(

1 . . . n− r n − r + 1 . . . n
a1 . . . an−r b1 . . . br

)
.

The map

Sn −→ Sn

π 7−→ πA ◦ π

is a bijection onSn. Let g ∈ SLn(k). It follows that, for allg ∈ G,∑
π∈Sn

sign(π)YA(πg)ZA∨(πg) =
∑
π∈Sn

sign(πAπ)YA(πAπg)ZA∨(πAπg) =

= sign(πA)
∑
π∈Sn

sign(π)Y{1,...,n−r }(πg)Z{n−r+1,...,n}(πg) .

Noting that sign(πA) = sign(A, A∨), and that the rest of the expression is a Laplace expansion
for the determinant ofg, we get finally∑

π∈Sn

sign(π)YA(πg)ZA∨(πg) = sign(A, A∨) det(g) = sign(A, A∨) .
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This proves that the pairing isG-invariant (the expression is independent ong), and if we set
g = e that

sign(A, A∨)〈YA, ZA∨〉 = 〈YA, sign(A, A∨)ZA∨〉 = 1 ,

and with that the proof is concluded.�

As a corollary to this lemma, we recover Flath and Towber’s presentation of the affine coordi-
nate ring of SLn(k):

Corollary 4.2.2. The map

µ : S⊗k S− −→ k[SLn]
( f, g) 7−→ f g

is surjective, and its kernel is generated by

ker(µ)G = (F1− 1, . . . , Fn−1− 1) ,

where
Fr =

∑
A∈Wr

sign(A, A∨)YA ⊗ ZA∨ .

Proof: The surjectivity ofµ is clear by Popov’s Theorem 4.1.3. Furthermore, by Thm. 4.1.5,
the kernel ofµ is generated by the elementshλ1 − 1, . . . , hλn−1 − 1 with

hλr =
∑

A∈Wr
YA ⊗ sign(A, A∨)ZA∨∑

A∈Wr
YA(e) · sign(A, A∨)ZA∨(e)

= Fr ,

since the denominator is just the determinant of the neutral elemente of G, also 1.�

Remark4.2.1. The standard definition as the zero set of the determinant gives a closed embed-
ding of SLn inAn2

as the zero set of a polynomial of degreen; here, forn ≥ 3, we get a different
presentation, as the zero set of an ideal generated by polynomials of degree 2 in an the affine
space of dimension 2(2n − 2) = 2n+1 − 4 (one coordinate for each left and one for each right
minor).

4.3 Bounds for the affine embedding

Let us step back to the general case of a connected semisimple groupG. By Popov’s method
(see the proof of Theorem 4.1.3), we can construct a closed, left-equivariant embedding ofG
in V ⊕ V∗, whereV =⊕s

i=1 R(λi ) andV∗ =⊕s
i=1 R(λ∗i ) is its dual; identifying bothV and

V∗ with AN, N =∑s
i=1 dim R(λi ) we see that this is the same as a closed embedding ofG in
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AN × AN ∼= A2N .
For k = C, the dimension of the irreducible representations can be explicitely computed by
means of a formula due to H. Weyl (see for instance [32], pg. 9): hence, with Popov’s construc-
tion we are able to exhibit explicit upper bounds for the dimension of an affine embedding of a
connected semisimple algebraic group which depends only on the type of the group.
Let us denote byN(T) the numberN (see above) for a group of typeT. Denote furthermore
by ni = ni (T) the degree of thei -th fundamental representationR(λi ) (i = 1, . . . , `, where`

is the rank of the root system), so thatN(T) = ∑`
i=1 ni (T). With the help of Tits’ tables from

[32], we obtain the following list:

• TypeA` (` ≥ 1)

here we haveni =
(

`+1
i

)
, i = 1, . . . , ` and so

N(A`) =
∑̀
i=1

(
`+ 1

i

)
= 2`+1− 2 ;

• TypeB` (` ≥ 2)

here we haveni =
(

2`+1
i

)
for i ≤ `− 1 andn` = 2`, and so

N(B`) =
`−1∑
i=1

(
2`+ 1

i

)
+ 2` ;

• TypeC` (` ≥ 3)

here we haven1 = 2` andni =
(

2`
i

)
−
(

2`
i−2

)
for i = 2, . . . , `, and so

N(C`) = 2`+
∑̀
i=2

((
2`

i

)
−
(

2`

i − 2

))
=
(

2`+ 1

`

)
− 1 ;

• TypeD` (` ≥ 4)

here we haveni =
(

2`
i

)
for i ≤ `− 2 andn`−1 = n` = 2`−1, and so

N(D`) =
`−2∑
i=1

(
2`

i

)
+ 2 · 2`−1 =

`−2∑
i=1

(
2`

i

)
+ 2` ;
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• TypeE6

here we haven1 = n5 = 27,n2 = n4 = 351,n3 = 2 925,n6 = 78 and so

N(E6) = n1+ . . .+ n6 = 3759 ;

• TypeE7

here we haven1 = 56, n2 = 1 539,n3 = 27 664,n4 = 365 750,n5 = 8 645,n6 = 133,
n7 = 912 and so

N(E7) = n1+ . . .+ n7 = 404 699 ;
• TypeE8

here we haven1 = 248, n2 = 30 380,n3 = 2 450 240,n4 = 146 325 270,n5 =
6 899 079 264,n6 = 6 696 000,n7 = 3 875 ,n8 = 147 250 and so

N(E8) = n1+ . . .+ n8 = 7 054 732 527 ;

• TypeF4

here we haven1 = 26,n2 = 273,n3 = 1 274,n4 = 52 and so

N(F4) = n1+ . . .+ n4 = 1 625 ;

• TypeG2

here we haven1 = 7, n2 = 14 and so

N(G2) = n1+ n2 = 21 .

If the monoidP++ of the dominant weights is freely generated, Theorem 4.1.5 and Theorem
4.1.6 show that the ideal ofG in A2N is generated by polynomials of degree 2. We get the

Theorem 4.3.1.Let G be a connected, semisimple linear algebraic group of typeT, defined
overC. Assume that the monoid of the dominant weights is freely generated. Then, the group
G admits a closed, equivariant embedding as an intersection of quadrics in an affine space of
dimension2N(T), where N(T) is determined by the list above.

At this point, one could ask oneself whether the results of this section can be combined with
those of section 3.4 in order to gain some more informations on an extension

0−→ L −→ G
π−→ A −→ 0

of an abelian varietyA with a linear algebraic groupL, and in particular if they can be used to
compute the dimension ofH0(L, L) in Theorem 3.4.6. Unfortunately, two problems arise: the
first one is that by Popov’s method we get a closed embedding ofL in an affine space, and not



4.3. BOUNDS FOR THE AFFINE EMBEDDING 87

an open embedding in aPN. The second problem is that the only semisimple groups for which
the Picard group is trivial are the products of SLn and Spn, and so even if we could construct
an open embedding ofL in a projective space Lemma 3.4.3 would not apply in general. This
obstacle could be overcome by considering suitable powers of an ample line bundle (since the
Picard group of a connected linear algebraic group is finite, see [7], Cor. 4.4, pg. 278), but this
would still require an explicit compactification ofL. For the moment, we leave this question
open.
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